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Abstract. We describe a fluid model with time-varying input that approximates a multi-
class many-server queue with general reneging distribution and multiple customer classes
(specifically, the multiclass G/GI/N+GI queue). The system dynamics depend on the poli-
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cy, which is a rule for determining when to serve a given customer class. The class of
admissible control policies are those that are head-of-the-line (HL) and nonanticipating.
For a sequence of many-server queues operating under admissible HL control policies and
satisfying some mild asymptotic conditions, we establish a tightness result for the sequence
of fluid scaled queue state descriptors and associated processes and show that limit points
of such sequences are fluid model solutions almost surely. The tightness result together
with the characterization of distributional limit points as fluid model solutions almost sure-
ly provides a foundation for the analysis of particular HL control policies of interest. We le-
verage these results to analyze a set of admissible HL control policies that we introduce,
called weighted random bulffer selection (WRBS), and an associated WRBS fluid model
that allows multiple classes to be partially served in the fluid limit (which is in contrast to
previously analyzed static priority policies).
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1. Introduction

A classic question in the scheduling literature is to decide which customer should next go into service when a
server becomes free (Pinedo [18]). The importance of answering that question is because scheduling has a nontri-
vial impact on the customer waiting times, which can result in impatient customers abandoning the system prior
to entering service. One very appealing scheduling rule is static priority, because of its simplicity, easy imple-
mentation, and optimality properties. In static priority scheduling, customers within each class are served in a
head-of-the-line (HL) fashion, with the customer within each class that has been waiting in system the longest
being designated as the HL customer for that class. Classes are ranked and the HL customer next served is in
accordance with that ranking, which is independent of the system state. The paper Atar et al. [3] shows that a
static priority scheduling rule asymptotically minimizes the long-run average cost associated with holding
and abandonment in an overloaded multiclass many-server queue with exponentially distributed interarrival,
service, and patience times.

However, static priority scheduling may not be asymptotically optimal in general." When the patience time dis-
tributions are not exponentially distributed, customers that have already waited some amount of time may be
more or less willing to continue waiting. Static priority scheduling does not account for how customer willingness-
to-wait changes over time, which suggests that a different class of scheduling rules may perform better, an observa-
tion that has been validated numerically in the single-server setting in Kim and Ward [13, figure 3] and in the
many-server setting in Kim et al. [14, table 1]. The issue is that an asymptotically optimal rule may require partially
serving multiple classes, which cannot happen under static priority. A static priority rule attempts to serve all its
high-priority classes, ignores its low-priority classes, and partially serves at most one medium-priority class.

Another issue with static priority is that it can be perceived as “unfair.” In particular, when there are multiple
customers waiting, and a server becomes available, the server will next serve the highest-ranking HL customer,
even if that customer only just arrived and other lower-ranking HL customers have been waiting for much


mailto:apuha@csusm.edu
https://orcid.org/0000-0001-8988-3855
mailto:amy.ward@chicagobooth.edu
https://orcid.org/0000-0003-2744-2960
https://orcid.org/0000-0001-8988-3855
https://orcid.org/0000-0003-2744-2960
http://pubsonline.informs.org/journal/moor

Puha and Ward: Fluid Limits for Multiclass G/GlI/N+Gl Queues
2 Mathematics of Operations Research, Articles in Advance, pp. 1-37, © 2021 INFORMS

longer. This potential unfairness can prevent priority-based scheduling policies from being adopted, an issue dis-
cussed in Wierman [23] in the context of computer systems.

Fairness applies both to customers and to servers. Being fair to servers can mean allowing them to idle in the
presence of waiting customers, in order to avoid overworking them. Moreover, when that desire to be fair to
servers is captured in the objective function through a utilization cost, then an economically optimal limiting re-
gime has intentional server idling; see Zhan and Ward [24, theorem 1 and example 1] for such a result in the
single-class setting.

Intentional server idling can also be desirable when server fairness is ignored. For example, in the single-
server setting in Afeche [1] and Afeche and Pavlin [2], when a firm jointly determines a price/lead-time menu
and a scheduling policy in order to maximize revenue, intentionally idling servers can be necessary to exploit
heterogeneous customer preferences. We conjecture a similar situation can arise in the many-server setting.

In summary, we are motivated to provide a framework for analyzing scheduling rules that have more flexibili-
ty than static priority in choosing how to serve classes. We would like that framework to be as general as possi-
ble. At a minimum, we would like that framework to include scheduling rules that (i) can partially serve multiple
customers classes and (ii) may or may not be work conserving.

1.1. Contributions of This Paper

We develop a framework for analyzing the performance of a wide range of HL scheduling or control policies for
the multiclass many-server queue with generally distributed interarrival, service, and patience times (i.e., a mul-
ticlass G/GI/N+GI queue). We include the possibility that some customers will not abandon; that is, the patience
time distributions may have atoms at infinity. We allow customers to arrive individually or in batches in a
Markovian, possibly time-inhomogeneous fashion within each class.

1.1.1. Non-Policy-Specific Fluid Limits. We study the asymptotic behavior of the multiclass many-server queue
for a large class of nonpreemptive HL control policies under fluid (functional law of large numbers) scaling. We
refer to the class of HL control policies that we study as the admissible policy class, which are those policies that
satisfy a collection of balance and evolution equations fundamental for multiclass many-server queues (see
Definition 2), and under which the entry-into-service process is nonanticipating (see Definition 3).

For sequences of such systems under fluid scaling, we prove a tightness result that holds without the need to
fully specify the particulars of the admissible HL control policy for each system (see Theorem 2), provided mild
asymptotic conditions hold (see Assumptions 1-3). The value here is that, if one is interested to study a particular
admissible HL control policy, then in order to obtain tightness under fluid scaling, they simply need to check
that the aforementioned mild asymptotic conditions are satisfied.

To study fluid limits points, we formulate an associated fluid model, a set of fluid model equations that are
fluid analogs of the evolution and balance equations that should be satisfied in the fluid limit by any given HL
control policy. In particular, solutions to these fluid model equations are not unique because the control policy-
specific dynamics are not accounted for in the fluid model equations. Under additional continuity assumptions,
we show that distributional limit points of the aforementioned tight sequences are fluid model solutions almost
surely (see Theorem 1). Because different convergent subsequences do not necessarily converge in distribution to
a common limit, convergence of the entire sequence does not follow immediately from Theorems 1 and 2. Even
so, Theorems 1 and 2 can be used as foundational results toward proving such convergence because the applica-
tion of Theorem 1 implies that all fluid limit points satisfy the fluid model equations, including the highly nonlin-
ear equation satisfied by the limiting reneging process (see (40)).

The specification of a particular admissible HL control policy that uniquely characterizes the system dynamics is re-
quired to prove convergence to a unique fluid limit. This requires adding one or more policy-specific equations and/
or inequalities both to the multiclass many-server queue and to the fluid model. The additional work is to prove that
the specification of the policy for the multiclass many-server queue (in the prelimit) does indeed give rise to the added
fluid model equations in the fluid limit, and to prove uniqueness of fluid model solutions. In Section 4.4, a program de-
tailing these steps and showing how to leverage the results in Theorems 1 and 2 to prove convergence for a specific ad-
missible HL control policy is outlined and then illustrated with a well-studied example (static priority).

1.1.2. Analysis of the Weighted Random Buffer Selection Policy Class. In the final section of the paper, we intro-
duce the weighted random buffer selection (WRBS) policy class and follow the program outlined in Section 4.4
to prove a weak convergence result. WRBS policies are easy to implement, and also satisfy the stated desires (i)
and (ii) above, to include scheduling rules that can partially serve multiple customer classes and can allow for
server idling in the presence of waiting customers. Each WRBS policy has associated with it a probability vector
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p:=(p1,...,p;), where ] is the number of customer classes. Under WRBS policy p, the chance that a newly avail-
able server next serves class j is p;, assuming there is a class j customer waiting. To handle cases where there are
no customers of the chosen class waiting, we specify a protocol for determining when to choose an alternative
class and when to idle within the definition of WRBS in Section 5.1. For time homogeneous arrival processes,
the specifics of this protocol should not profoundly affect the overall system behavior, provided the probability
vector p is chosen appropriately (i.e., is in line with the workload arriving from each class). In that case, the
frequency with which each class gets called into service when there are no jobs of that class waiting will be as-
ymptotically negligible and the WRBS policy will perform asymptotically equivalently to a nonidling policy in
the fluid limit (see the discussion in Section 5.2.3). To support this, we specify a WRBS fluid model and classify
the invariant states for the WRBS fluid model (see Theorem 4).

From a methodological standpoint, the analysis can be more or less complicated depending on what protocol is im-
plemented when a server attempts to serve a class with no customer waiting. We specify this in a way that allows us
to define a multidimensional regulator mapping having simple reflection directions (see Definition 7) that are Lipschitz
continuous. In our analysis, this regulator mapping is the key to proving the uniqueness of WRBS fluid model solu-
tions (see Theorem 3 and, more specifically, Lemma 13). Then, in light of Theorems 1, 2, and 3, in order to prove a fluid
limit theorem, it suffices to show that a fluid limit point arising from a sequence of multiclass many-server queues op-
erating under a WRBS policy satisfies the WRBS specific fluid relations. Under suitable asymptotic conditions, we
prove this here as Theorem 5. The regulator mapping plays an integral role in the proof of Theorem 5 as well.

1.1.3. Organization of the Paper. The remainder of this paper is organized as follows. We end this section with a
brief review of related literature and a subsection that summarizes our mathematical notation. In Section 2, the
many-server queueing model is specified together with defining an HL control policy and an admissible HL con-
trol policy. Section 3 provides the fluid model equations relevant for any HL control policy and summarizes
some properties of solutions to the fluid model equations. Section 4 contains our non-policy-specific results, a
convergence result in Theorem 1, and an associated tightness result in Theorem 2. In Section 5, we take up the
study of the WRBS policy class. There we formally define WRBS and provide policy-specific equations and in-
equalities that uniquely specific the system dynamics. We also provide the supplemental WRBS fluid model
equations and inequalities, prove a uniqueness result for WRBS fluid model solutions (see Theorem 3), and clas-
sify the WRBS invariant states (see Theorem 4). Finally, we prove a WRBS fluid limit theorem (see Theorem 5).

1.1.4. Most Closely Related Literature. The mathematical machinery that we use for our fluid limit proofs builds
on that developed in the single-class setting, which we review in this paragraph (see also the survey papers Dai
and He [7] and Ward [20]). In Whitt [22], the author proposes a fluid approximation of an overloaded many-
server G/GI/N + GI queue; later work, Liu and Whitt [16], develops an algorithm to calculate performance
functions in the more general case that both the arrival rate and service capacity are time varying. In Kang and
Ramanan [11] and Zhang [25], the authors prove the convergence to a fluid model related to the one proposed in
Whitt [22] under different assumptions on the service time distribution. The proofs in Kang and Ramanan [11]
follow the approach in Kaspi and Ramanan [12] in the traditional many-server setting that does not allow for
customers to abandon. In Atar et al. [4], this methodology is extended to the multiclass many server under static
priority setting. Our generalization to the multiclass many-server queue with control setting identifies generic
conditions sufficient to imply tightness (see Theorem 2). We also separate the conditions required to show that a
distributional limit point of a sequence of scaled state processes satisfies the fluid model equations from the
more restrictive conditions required to show weak convergence under a WRBS policy (see Theorems 1 and 5).

In the tutorial paper Puha and Ward [19, sections 4 and 5], we discuss the fluid model studied here. In Puha
and Ward [19, sections 4 and 5] for time-stationary input, we classify the set of invariant states and propose a flu-
id control problem associated with the set of invariant states. Under suitable asymptotic conditions, such an opti-
mization problem is expected to arise as the fluid limit of a certain long-run average cost function that penalizes
for holding and reneging. In Puha and Ward [19, sections 5 and 6], we show that when only reneging is penal-
ized, the solution to the proposed fluid control problem suggests that a static priority policy is asymptotically
optimal. However, when reneging and holding are both penalized, the solution to the proposed fluid control
problem suggests that a static priority policy is not necessarily asymptotically optimal (Puha and Ward [19, lem-
ma 1 and remark 10]), which is in contrast to the asymptotic optimality results in Atar et al. [3] for the multiclass
many-server M/M/N+M queue and in Atar et al. [4] for the multiclass many-server G/GI/N+M queue. In
work in progress, we aim to prove an asymptotic optimality result under fully general distributional assump-
tions for the optimization problem introduced in Puha and Ward [19]; see also Long et al. [17] for work in this
direction in a G/M/N+GI setting.
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1.1.5. Notation. The following notation will be used throughout this paper. We denote the set of integers by Z,
the set of positive integers by N, the set of nonnegative integers by Z.., the set of nonpositive integers by Z_, the
set of real numbers by R, and the set of nonnegative real numbers by R.. For a,b € R, both a v b and max (a, b) (re-
spectively a Ab and min (,b)) denote the maximum (resp. minimum) of a and b. Also, the shorthand 4" and a~
are used for a v 0 and —a v 0, respectively, and |a| =a* v a~. The sets R and R, are endowed with the Euclidean
topology, and Z and Z, are endowed with the discrete topology.

For sets A and B, A X B denotes the Cartesian product of A and B. If A and B are topological spaces, A X B is
the product space endowed with the product topology. For k€N and a set S, S¥ denotes the k-fold Cartesian
product S x S x -- X S and for a topological space S, S* is the k-fold Cartesian product endowed with the product
topology. For k€ N and x € R, [lx|| = 31 x| and xx = 30F
ticular k € N will be clear from context.

For a measurable space (S, F) and a measurable set A € F, 1, is the indicator function of the set A, which is
one when its argument is a member of the set A and is zero otherwise. In addition, when A is S, we use the short-
hand notation 1 to mean 1s. Also, for A C F, 6(A) denotes the ¢-algebra generated by .A.

Let H € (0, c0]. For a Borel measurable ¢ : [0,H) X R, — R, supp(¢) € [0, H) X R, denotes the support of ¢ and
lollo = sup {lp(x, 1) : (x,t) € [0,H) X R:}. Also, C.([0,H)) (resp. Cy([0,H))) denotes the set of continuous, compact-
ly supported (resp. bounded) functions f : [0,H) — R; and Cg([O, H)) denotes the set of continuous, compactly
supported functions f:[0,H) —» R for which the derivative f’ exists for all x€[0,H) and >0 and lies in
C.([0,H)). Similarly, C.([0,H) X R;) (resp. C;([0,H) x R.)) denotes the set of continuous, compactly supported
(resp. bounded) functions ¢ : [0,H) xR, - R ; Cg’l([O, H) xR,) denotes the set of continuous, compactly sup-
0 w

x. Then, || -|| denotes the I'-norm on R, where the par-

ported functions ¢ : [0,H) X Ry — R for which the directional derivative lim,_, exists for all x €
[0,H) and t > 0 and lies in C.([0,H),R). We shall abuse the notation by using ¢, + ¢, to denote this directional
derivative, whether the partial derivatives exist or not. Finally, L'([0, H)) (resp. L. ([0, H))) denotes the set of Bor-
el measurable functions on [0, H) that are integrable (resp. locally integrable) with respect to Lebesgue measure
on [0,H).

Given a Polish space S, we use the notation D(S) to denote the set of S valued functions of R, that are right
continuous with finite lefts (rcll), endowed with the usual Skorokhod J;-topology (Billingsley [6]). In contrast to
the sets of functions defined in the previous paragraph denoted using C, we use the range rather than the do-
main as the argument because the domain is always time, R,. For f € D(S), f(0-) = f(0) and f(t-) = lim,, ~ f(u)
for all t > 0. In addition, when S = Rﬁ for some ke N, we define DT(R’j) to be the set of members of D(R’i)

such that each coordinate is nondecreasing and has initial value zero. For keN,feD(R!) and
t >0, || fll; = supy., <l f(w)l|. Finally, O denotes the process in D(R) that is identically equal to zero. All processes
considered in this paper are assumed to be rcll, unless explicitly otherwise indicated.

Let H € (0,00]. Then M([0,H) denotes the set of finite, nonnegative Borel measures on [0, H) endowed with
the topology of weak convergence, which is a Polish space. For given n € M[0, H) and a Borel measurable func-
tion f : [0,H) — R that is integrable with respect to 1, we let (f,1) = /[OH)f(x)n(dx). Given x € [0,H), 6, € M[0,H)

denotes the Dirac measure with unit atom at x, that is, for all Borel measurable A C [0,H), (14,0y) = 14(x).
Then Mp|0, H) denotes the subset of M[0, H) consisting of the measures in M[0, H) that can be represented as a
sum of finitely many Dirac measures, whereas Mp, [0, H) denotes the subset of Mp[0, H) that consists of those
measures in Mp[0, H) that can be represented as a sum of finitely many distinct Dirac measures. As shown in
Lee [15, appendix B.1], Mp, [0, H) endowed with the topology of weak convergence is a Polish space. By adapt-
ing the argument in Lee [15, appendix B.1] to account for a finite number of Dirac measures coinciding, it can
be shown that Mp[0, H) endowed with the topology of weak convergence is also a Polish space. Finally, we
say that n € M[0,H) does not charge points if (1;,1) = 0 for all x € [0, H).

Given a cumulative distribution function G defined on [0, o] that is absolutely continuous on R, with density
function g, we define some quantities associated with G. The right edge of the support of G is given by

H=sup{xeR,;:G(x) <1}. 1)
Then H € (0, co]. The hazard function / is given by
B {C)
h(x)_l—G(x)' x€[0,H).

Note that the hazard function & € L}, ([0, H)). To see this, note that by assumption G is absolutely continuous on
R4 and, because In(-) is Lipschitz continuous on [4,0) for any a > 0, it follows that —In(1 - G(x)), x € [0,H) is
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absolutely continuous on [0, b] for any b < H. Furthermore, / is the almost everywhere derivative of —In(1 - G(-))
on [0,H). Thus, forall 0 <x <y <H,

/ "h(t)dt = =In (1 = G(y)) - (=In (1 - G(x))) < oo,

(see Folland [9, corollary 3.34 and theorem 3.36]). Given y € [0, H), let G, be the conditional cumulative distribu-
tion function conditioned to exceed y. In particular, given y € [0, H),

Gy(x) = Gx+y) - Gy)

ey Yeloel )

2. Multiclass N-Server Queues with Control

We consider a sequence of multiclass many-server queues, indexed by elements of N. The number of customer
classes | € N is fixed throughout. We set J = {1,2,...,]}. The queue indexed by N € N has N identical servers and
J customer classes and is referred to as the N-server multiclass queue or the N-server queue for shorthand. For a
given N € N, customers enter each class exogenously requiring a random amount of service that can be processed
by any one of the N identical servers. Each customer also has associated with it a patience time of random length,
which could be infinite and indicates how long that customer is willing to wait in system to begin service, prior
to abandoning the queue. More specifically, a customer’s potential abandonment time is his or her arrival time
plus his or her patience time. Customers that do not enter service between their arrival time and potential aban-
donment time abandon the system at their potential abandonment time. Customers can arrive individually or in
batches. New customers that arrive to find all servers busy must wait in the queue for their class; otherwise, the
control policy decides how many customers enter service. The control policies considered here are head-of-the-
line within each class. When any given server becomes available, the control policy determines when that server
will begin serving another customer and which customer class will be served. In particular, the control policy
may elect to allow that server to idle for a time before sending a customer into service. At the moment when a
class j customer is sent into service, the customer waiting the longest from that class is the one that enters service.
At moments when there is more than one idle server, the control policy might elect to send multiple customers
of the same or different classes into service simultaneously. The control policies considered here may be a deter-
ministic function of the system state or may invoke some randomness.

In what follows, we formally define the stochastic model. Section 2.1 provides the primitive model inputs, and
Section 2.2 sets up the state space. We separate the system dynamics into those that are independent of the con-
trol policy, shown in Section 2.3, and those that depend on the control policy, shown in Section 2.4. In Section 2.5,
we define the terminology HL control policy. The class of admissible HL control policies, defined in Section 2.6,
is the class for which fluid limit points arising under certain asymptotic assumptions are almost surely fluid
model solutions (see Theorem 1).

The sequence of N-server queues is defined on a fixed probability space (Q, F,P). For the remainder of this
section, N € N is regarded as fixed. In preparation for taking limits as N — oo in Section 4, we superscript all
quantities that depend on N by N.

2.1. Primitive Inputs

Here, we define the arrival process, which dictates when customers enter the system, or arrive, and fix several se-
quences of independent and identically distributed (i.i.d.) random variables defined on (Q, F,P) that serve to
provide primitive inputs for the model.

2.1.1. The Arrival Process. For each j€ ], let E]N denote a counting process. In particular, for each j€J, EN is a
nondecreasing, pure jump process with jump sizes taking values in N such that EN (0)=0and EN (t) < oo for all
t >0, almost surely. Then, for eachje J and t >0, EN (t) denotes the number of class j customers to enter the sys-
tem, or arrive, in (0, t]. Because the jump sizes may be larger than one, a finite number of customers may arrive si-
multaneously. We refer to a collection of customers that arrive simultaneously as a batch. For eachj€ Jand i € N,
let

ey =inf{t>0:E}(t) 21},

which is the time at which the i class j customer arrives; we refer to such a customer as the i"" class j arrival. We
assume that P(el i <o) =1.
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ForeachjeJ, let a{)\{j be a random variable taking values in R,. For eachj€ ], a{)\{j is interpreted as the time that
has elapsed by time zero since the most recent class j batch arrived among those batches that entered the system
at or prior to time zero. For each j € J and t > 0, set

al.+t, 0<t<el,
al(t)=4" I 3)
J t—sup{s<t:EN()-EN(s)>0}, t>e.

Then, for each j€ Jand t >0, oc]N (t) denotes the time that has elapsed by time ¢ since the most recent class j batch
arrived among those batches that entered the system at or prior to time f. It is assumed that ac]N is Markovian

with respect its own natural filtration for each j € J. This holds if E}V is a renewal process, in which case a}-\] is the

backward recurrence time process associated with E]N ,or if E]N is a time inhomogeneous Poisson process.

Let EN (resp. a™) denote the vector process with j” coordinate E]N (resp. a]N ) for j € J. It is assumed that the co-

ordinates of EN are mutually independent.

2.1.2. Additional Primitive Inputs. For each j € J, {0} ,},c7 is anii.d. sequence of positive random variables, used to
represent service times, defined on (Q, F,P) that have common absolutely continuous cumulative distribution
function G; on R, with probability density function g;. We let H; be the right edge of the support of G;, 1} be the
associated hazard function, and Gj, the conditional cumulative distribution function conditioned to exceed y
fory e [O,H;?).

For each j € J, {rji};cy is an i.i.d. sequence of positive random variables, used to represent patience times, de-
fined on (Q, F,P) that have common cumulative distribution function G]T on [0, 0] that, when restricted to R,
has probability density function g;. In contrast to service times, potential abandonment times can be infinite; our
model reduces to a standard multiclass G/GI/N queue when all abandonment times are infinite. We let H} be the
right edge of the support of G;,
tion function conditioned to exceed y for y € [0, Hj ).

h' be the associated hazard function, and G;y the conditional cumulative distribu-

For each j€ J, let {Vﬁ}iez, and {R%}iez, be collections of i.i.d. uniform (0, 1) random variables. These will be
used below to define various random residual times associated with the initial condition. In addition, let {e]},cy
and {dN},.y be ii.d. sequences of uniform (0, 1) random variables. These may be used if the control policy in-
vokes some randomness, as we will see.

The sequences {Vi}icz , j€J, {R)}iez, €T, {vjiticz, 1€ T, {rjidien, 1€ 3, {€)}ien, and {d}'}iy are all assumed
to be mutually independent of one another and of EN. We refer to this collection of random sequences together
with EN as the stochastic primitive inputs, or simply the primitive inputs, for the N-server queue.

2.2. The State Space
The N-server queue with control is an rcll process taking values in the set

Y =R, x 2, x x|, Mp[0, H}) x x|, Mp[0, H)). (4)

Given y € Y, we write y = (a, x,v, 1), where a € Rﬂ, X € ZL, VEXi, Mp|0, H]?’), and n e x]].:1 Mp|0, H]?). Because Y is
a product of Polish spaces, Y is a Polish space.

We begin by informally explaining what each coordinate of y € Y represents in terms of the N-server queue.
Given y = (a,x,v,1), for each j € J, a; € R, is the time that has elapsed since the last class j batch of customers ar-
rived to the system (as in Section 2.1.1) and x; € Z is the number of class j customers in system. For each j € J, v,
is a measure in Mp|0, Hj) that has a unit mass at the age-in-service (amount of service received) of each class j
customer currently in service. In particular, (1,v;) is the total mass of v;, which denotes the number of class j cus-
tomers currently in service. Then g; = x; — (1,v;) denotes the number of class j customers currently in system wait-
ing for service. We refer to such customers as customers in queue. For each j € J, 1j; is a measure in Mp [0, H]?) that
has a unit mass at the potential waiting time of each customer “potentially” in system. Customers “potentially”
in system are those that have entered the system, but whose potential abandonment time has not passed. The
term potential refers to the fact that such customers may or may not have entered and/or finished service. In
what follows, we define these objects precisely. But first we must restrict the state space in order to respect cer-
tain natural constraints of the N-server queue.



Puha and Ward: Fluid Limits for Multiclass G/GI/N+Gl Queues
Mathematics of Operations Research, Articles in Advance, pp. 1-37, © 2021 INFORMS 7

The system state will be an element of Y for all time and will satisfy some additional constraints, some of
which depend on N. For this, let YN be the subset of yN = (&, x",vN,nN) € Y such that

(S.1) for eachje]J, (1, vN) < xN <{1, vN> +(1, nN) and

(S.2) Z LV <N.

A consequence of (S.1) is that the number of class j customers in queue is nonnegative and cannot exceed the
number of potential class j customers, for each j € J. A consequence of (S.2) is that the total number of customers
in service cannot exceed the number of servers. Because YV is a closed subset of (4), YN is a Polish space.

Throughout Sections 2.3 and 2.4, we fix y) € Y, where y) = (o, x, v}, n)') with the /" coordinates being re-

spectively denoted by onNJ, xf)\fj, VSZ, and n{)\’j, for j € J. In addition, for convenience, for each j € J, we define
N N N _.N _N
b0] = <1,v0,j> and o, = X0~ bO,j'

Then, for each j € J, bO]’ qy i’ xONJ-, and (1,1]82.) respectively denote the number of class j customers in service, in
queue, in system, and in the potential queue at time zero.

2.3. Control Policy Independent System Dynamics
In this section, we define the system dynamics and inputs that are derived from the initial state y) € Y and sto-
chastic primitive inputs, that is, the system dynamics and inputs that do not depend on the control policy.

2.3.1. Patience Times and the Potential Queue Process. Fix a customer class j € J. There are (1, 770 ;) class j poten-
tial customers that arrived at or prior to time zero whose potential abandonment time is after time zero. These
are referred to as time zero potential customers, because some may have entered service and even departed the sys-
tem by completing service prior to time zero. For each class j € J, we index the time zero potential customers by

nonpositive integers in the order of their arrival. For this, if (1, 170 =1, let {w; (0)}1}<1 )+ denote the nonin-

creasing sequence of the locations of the (1, n;,) Dirac measures that comprise 15 .. In artlcular,
g q 770 j p T]O j p
0

M= 21 Suor ®)

i:—(1,1]6\’/)+1
where

0 <w)y(0) <w, ;(0) < - <1n ~y.(0) <HJ. (6)

Fori= —(1,176\’].) +1,...,0, w%(O) corresponds to the amount of time that has elapsed since class j time zero poten-
tial customer i arrived. Because customers may arrive in a batch, the equalities in (6) are weak. For
i= —(1,1)82) +1,...,0, we set

_w]li(o)’

which is nonpositive and denotes the actual time at which class j time zero potential customer i arrived. Recall
N < N N N ; ; ; = _gN
that qp; < xg; A (1, 15,;) and there are g class j customers in queue at time zero. Fori = —qg; +1,...,0, we also refer
to potential class j customer i as the i" class j arrival.
For each i € N, r;; denotes the patience time of the i class j arrival. In particular, if the i class j arrival does

not enter service in the time interval [eV, el + r;:), then that customer abandons the queue at time ,,+ rji. For

N
] i
(w N(0) time units prior to time zero) and did not request to abandon the system by time zero. Therefore, the pa-

Gir i
ieN, set r- i = 1;i. For i=—(1,1 ]) +1,...,0, class j time zero potential customer i entered the system at time e

tlence time of this customer necessarily exceeds w (O) For i =—(1,7, ]) +1,...,0, the patience time r of class j
time zero potential customer i is given by

r=inf{t>0: Gl >R M} +wi(0).

For each i = —(1, 176‘2) +1,...,0,1,2,... and t > 0, the potential waiting time of class j potential customer i at time ¢
is given by

+
w]{f’i(t) = min([t - e%] /7’;\],1')~
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The class j potential queue process r]]N takes values in Mp[0, H). For t > 0,

EN(t)

T]]N(t) = Z 6w}\’i(t)1{ost—e}\’i<r]’.\][}‘ @)
f=—(1/’70N,j>+1 ’ n

Then, for each t >0, (1, nN (t)) is the number of class j potential customers in the queue that arrived by time ¢ and

whose potential waiting time is less than their patience time. Note that at time ¢ such customers may be in queue,
in service, or may have been served to completion and departed the system.

2.3.2. Service Times. Fix a customer class j € J. Recall that there are b =(1, vé\’ ) class j customers in service at
time zero and g)) = =x}). y bgf] customers in queue at time zero. We mdex class j customers in service at time zero
using the nonpositive integers —x} i+ L —qy ; in the order of time spent in service, w1th the class j customer
that has been in service for the longest t1me being associated w1th the smallest index —x{); + 1. We index class j
customers in queue at time zero using the nonpositive integers ‘70,] +1,...,0 in the order of time spent waiting
in queue, with the Class j customer that has been waiting in the system for the longest time being associated with
the smallest index —gj); + 1.

Recall that the indices i = —qo +1,...,0,1,2,... correspond to class j arrivals that have not entered service by
time zero. For i = —gl) it L0, 1 2,..., the random variable v;; denotes the service time requirement of the i
class j arrival. In particular, 1f the i*" class ] arrival enters service at some point in time, it will remain in service
for exactly v;; units of time. For i = —qS’] +1,...,0,1,2,...,setv N =0j;.

The measure v} ; encodes the age-in-service of each class ] customer in service at time zero. Specifically, let

{a (O)} qo’] 41 denote the nondecreasing sequence of the locations of the unit Dirac measures of vO,].. Then

Mo,
Z 6 N (0)’
1—7)( +
where
N s
0< ] -0, (0) < ] -0, _—1(0) < =< aj,—onﬁ-l(O) < Hj' ®)
Fori= —x{)\fj +1,...,—gY i the i class j arrival is in service at time zero and has received a; N(0) units of service by

time zero. We w1ll consider control policies that allow more than one customer to enter service simultaneously,
and therefore the inequalities in (8) are weak. The service times for these customers are defined as follows: for
= —xé\{j+ 1,..., —qé\{j, set

=inf{t>0: GSHN(O)(t) >V } +a; (0)

Note that, fori= —q{)\f]. +1,...,0,1,2,..., class j potential customer i and arrival i are the same entity, and often we

will simply refer to this entity as class j customer i or the i class j customer. However, for

i= —(x{)\{]. v (1, N+, - q{,\fj, this is not necessarily the case. This is because class j customers in service at

time zero may have virtually reneged after entering service, but prior to time zero. In this case, such customers
are not associated with a Dirac measure in 7 ;- Similarly, class j time zero potential customers may have entered
and completed service by time zero; such potential customers are not associated with a Dirac measure in vé\”j.
Also, note that the customer arrival times and quantities associated with time zero customers or potential cus-
tomers are superscripted with N and may change with N. The service times of arrivals that enter service after

time zero and the patience times of potential customers that arrive after time zero do not change with N. Howev-
er, we superscript them with N in order to simplify the representation of future expressions.

2.4. Control Policy Dependent System Dynamics

The control policies considered here are HL within each class (and are defined precisely in Definition 4). For this
given j € J, we make the convention that for i € N, the i"" HL class j customer is the class j customer in queue that,
among all class j customers in queue, has the " smallest index, if such a customer exists, that is, if the number of
class j customers in queue is at least i. Because indices are assigned to customers in the order of their arrival, the
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i" HL class j customer has the i largest potential waiting time among all class j customers in queue. The phrase
the HL class j customer is often used as a shorthand for the 1% HL class j customer. In addition to being HL with-
in each class, the control policies considered here allow more than one customer to enter service simultaneously.
Then, when k € N class j customers simultaneously enter service, they are the 1 through k™ HL class j customers
in queue, that is, the k class j customers that have been waiting the longest. This is made precise in (10). It is
further assumed that service is nonpreemptive and that customers are served one at a time by a single server
dedicated to processing the work associated with that customer. In particular, there is no resource sharing or si-
multaneous resource possession. This is encapsulated in (11). In this section, we develop the natural conditions
that should be satisfied by a many-server queue operating under such an HL control policy.

2.4.1. The Entry-Into-Service Process. The control policy must determine how many customers from each class
enter service by each time ¢ > 0. In particular, a state descriptor for the N-server queue with initial value y) € Y"
is a YN valued process Y" for which YN(0) = y); there is an associated 7/, valued process K" such that, for each
jed, K]N is a counting process with initial value zero, where KJN (t) denotes the number of class j customers that
enter service in (0,#], for t > 0. Here we record some natural conditions that such a process K" should satisfy.

Fix a customer class j € J. Fori = —x{)\{j +1,...,0,1,2,..., kJI\{ denotes the time of entry into service of the i" class i
customer. It is set to infinity if that customer abandons the queue before entering service. For
i= —x{)\fj +1,..., —q{)\fj, it follows that k]I\{ = —a}j’i(O). For i= —q{)\fj +1,...,0,1,2,..., k]I\Z is determined by the system
dynamics and the HL control policy. For i = —qé\{j +1,...,0,1,2,... such that kJI\{ < 00, it is assumed that

N N _ N, N
ey <kiy <ey+7i, )
which enforces that customers cannot enter service prior to arriving to the system or once they abandon the sys-
tem. It is also assumed that, for all —x{)\f +1<i<I<oosuch that k]I\ﬁ v k% < 0o,

j
KN < KN (10)

A=
This implies that the class j customers that do not abandon the queue prior to entering service are served in the
order of their time of arrival, that is, in HL fashion. It follows that, for each t > 0, the number K]N (#) of class j cus-
tomers to enter service in the time interval (0, {] is given by

EN)
S OENDY Lyav<py-

i:—qgij+1 ’
Then K]N (0) = 0. We refer to the J-dimensional vector process K~ with i coordinate KN, 1 <i <], as the entry-
into-service process.

2.4.2. The Age-in-Service Process. Fix a customer class j € J. For each i = —x{)\{j +1,...,0,1,2,..., and t >0, the
age-in-service a%(t) of the i class j customer at time ¢ > 0 is given by

a(t) = min( [ - k]N]v]N) (1)

which corresponds to the amount of service received by time t. In particular, once a customer enters service, that
customer is served continuously at rate one until it receives its full service requirement, at which time the cus-
tomer exits the system. The class j age-in-service process VJN takes values in Mp|[0, HJS-). Fort>0,
EN()
N
v () = 2. Oa (5 L {0tk <oy (12)

i N
i= xo,/.+1

Then, for t > 0, the number of class j customers that are in service at time ¢ is given by

BY(t) = (1,v}'(1)). (13)
We refer to B as the busy server process. For convenience later on, for ¢ > 0, we let 17]14\’ (t) e Mp|0, HJS.) be given by
EN(t)
17?](’5) = 2, 5a;j,<t)1{0<t—k;ji<v]%ji}r t=0. (14)

i—_ N
i= x0’1+1
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In particular, if a class j departure occurs at time ¢, then the unit atom that had been associated with that custom-
er immediately prior to time ¢ is not included in 17]N (t), in the same way that it is not included in v]N (t). However,

if a class j customer enters service at time ¢, then 17]N () neglects to include a unit atom at the origin corresponding
to that customer, whereas v]N (t) includes this unit atom. In other words, 17]N records departures at the moment at
which they happen and entry-into-service the moment immediately after it happens. So then 17]N (t) differs from

v}\’ () only at times ¢ that are jump times of K]N ,and 17]N is not an rcll process.

2.4.3. Auxiliary Processes and System Evolution Equations. For each customer classj€ J and t > 0, XN (t) denotes
the number of class j customers in system at time f and QN (t) denotes the number of class j customers in queue at
time ¢. As suggested by mass balance, we require that, for eachjeJand >0,

QY(t) =X} (1) - B (1) =0, (15)
which is consistent with (S.1) because of (13). For t > 0, IN(t) denotes the number of idle servers, which is given by
J
N(t)=N- 21] BY(t) >0, (16)
]:

which is consistent with (S.2). We refer to I" as the idle server process. For each customer class j € J, the class j de-
parture process D]N , potential reneging process S]N , and reneging process R]N are given as follows: for each t > 0,

EN ()

DN(t)— Z >

da fla
z——xN +15€[0,t] { (S )>O

(s+) 0}

EN ()

sim= >, 21 {dﬁ(s-

i=—(1, 7Y (0))+15€[0, ]

EY)

R¥BD= >, 1

dle dwNi :
=2y +15€00, 1 {a,’.f,.(s)=o,d—’;<s—>>o,d—';<s+)=0}

In particular, class j arrivals that abandon when their age-in-service is zero are regarded as not having entered
service before the moment that they abandon. Hence, such customers are counted by the reneging process. Be-
cause of (9), such customers never enter service.

The system balance equations are given as follows: for eachj€ Jand t > 0,

XN (t) = XN(0) + EY(t) = DY (1) = RY(t), (17)
L) = (L) +EN(5) =S} (1), (18)
K]I.\’ (H = B]N (H) + D]N (H- B]N (0). (19)

Upon subtracting B]-N (t) from both sides of (17) and subtracting and adding B]N (0) on the right side of (17), using
(15) twice and using (19), we find that forallj€ Jand t > 0,

QY(t)=QY(0)+ E'() - RY(t) = K} (1). (20)
Thus, using nonnegativity of QN, we find an implicit constraint on the entry-into-service-process, which says
that K () < QY(0) + E}'(t) = RY(t) forallt >0 and j € J.

Collections of marked point processes are used to characterize the dynamic evolution of the age-in-service pro-
cess v and potential reneging process 1" as follows. For each j € J, measurable function ¢ : [0, Hj) xR, — R and

measurable function ¢ : [0,H]) xR,y — R, D]N((p,-) and S}V (1,-) are the departure-from-service and potential
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reneging marked point processes, defined as follows: for each t > 0,

BV

D]N((P/ t) = Z Z 1{@(\’ dalN. }@(aﬁ(s)r S)/

i=—x} +15€[0, 1 i (5-)>0,4(s+)=0

EN ()

S]N(I]b, t) = Z Z 1{dwl_\’ dwN }#’(wﬁ(S),S)

i=—(1, 7 O)+15€[0, 1] |7 =)>0(s+)=0

dt

For each j € J, bounded measurable function ¢ : [0, H]?) x R; — R, bounded measurable function ¢ : [0, H]’ )X Ry

— R, and t > 0, we have
DX (. )] < llpllo X' (0) + EF (1), (21)

1Y@, 01 < Il L)) + EN (1) 22)

For j € J, a measurable function f : [0, H; ) — R and a measurable function ¢ : [0, H]T) — R, we note that if (pf(x, )=
f(x) for all xe [O,H]?) and >0 and ¢_(x,t) =c(x) for all x€[0, H]T) and t >0, then ®r and y_ are measurable.
Hence, for j € J, we adopt the shorthand notation D]N (f,)= D]N ((pf,-) and S}V (¢,)) = S]N (_,-)- Similarly, for ce
R+, DY(c,") = cD}(-) and Sf’(c, ) =cSY().

Lemma 1. For each j € J, p € C''([0,H;) X R), f € CU([0,Hy)), ¢ € C''([0, H)) X R), ¢ € Ci([0, H))), and t >0,

(Pl D,V (B) = (-, 0), N (0)) + /0 (1) + @), VY ()l

t (23)
DNp,0+ [ 0wk,
(0 =L+ [ =D+ SO, (2
(B 0) = 91 0, 1O+ [ €0+ 0,1 .
-0+ [0,
(=m0 + [ - 5(e, 0 + O 26)

Given j € J, the verification of (23) and (25) follows similarly to that given in the single class case (see Kang and
Ramanan [11, proof of (2.27) and (2.28) of theorem 2.1] and Kaspi and Ramanan [12, proof of (5.4) of theorem
5.1]). Following that same line of reasoning, (24) and (26) can be verified by using the fact that the functions are
compactly supported in the spatial variable and constant in the time variable in place of being compactly sup-
ported in the product space.

2.4.4. Implications of the HL Condition. Fix j € J. For each t > 0, let
X (8) = inf{x 2 0: (1jo, 1} (D) 2 QY (1)} (27)

Then, for each f > 0, because there are Q]N (#) class j customers in queue, (10) implies that )(]N (t) is the waiting time
of the HL class j customer at time f. By definition, for each f > 0 such that Q]N (t)>0,

<1[0,X/.N(t))/n§\](t)> <Q(h < (1[0,)(;\’(t)1/77]]‘\[(t)>' (28)

In fact, (10) implies that for each j € J and f > 0, each potential class j customer in system at time ¢ with potential
waiting time strictly less (resp. strictly greater) than )(]N (#) is in queue (resp. not in queue) at time f. In addition,

for eachj€ J and t > 0, there are <1[0 RIOIL r]]N (t)> - <1l0 o) 17]1.\’ (t)) potential customers with potential waiting time
il 7

equal to x7'(t) at time t, QN () - <1[0/X}v(t)),n;\’ (t)> are in queue, and <1[O,X/N(t)],T]/N (t)> — QN (#) entered service before



Puha and Ward: Fluid Limits for Multiclass G/GI/N+GI Queues
12 Mathematics of Operations Research, Articles in Advance, pp. 1-37, © 2021 INFORMS

they abandoned. Thus, )(]N is a moving boundary marking the waiting time at which class j potential customers
transition from those in queue to those not in queue. This, together with the fact that )(f’ may make a downward
jump at the moment when the class j HL customer reneges, implies that, for t > 0,
EN ()
R;\I(t) S Z 1 dwlV dwN ’ (29)
=2y +15€[0,1 {wﬁ’,(S)SA’,N (s- ,%<s—)>o,%<s+>=o}
EN ()

R]N(t) 2 Z Z dwN. dwN. (30)

1 N .
i=—q) +15€[0, 1] {wf-f,-(S)<xf’ (s— ,%(s—)>0,%(S+)=O}

If E]N has jumps of size one, 77]N takes values in Mp, [0,HJ) and (29) holds with equality. This was leveraged in
analysis in Kang and Ramanan [11]. Here, the inequalities allow us to bound the reneging process both above
and below by S}V (1, t) using appropriate functions 1 (see (56)), which is important when proving the fluid limit
results in Section 4.

2.5. HL Control Policies

In Sections 2.3 and 2.4, for a deterministic initial state y) € YV, we specified the dynamic equations and condi-
tions that a YN valued process associated with a many-server queue operating under an HL control policy must
satisfy. However, it is often the case that desirable policies further restrict the state of the system to take values in
a subset of Y. For example, nonidling control policies take values in the subset of YN given by y € Y" such that

J J ] ]
N-> (L= IN— ijl = lN—Zﬂer) - 2.4
j=1 j=1 j=1 j=1

where g; = x; —(1,v;) for all j € J. More generally, control policies that allow partial idleness may be desirable in
overloaded systems when servers are humans (as opposed to machines) to ensure servers can rest, thereby pre-
venting overwork and fatigue. This can be achieved by selecting a set of customer classes 7 C J that are in some
sense more important than the others and sometimes having class j ¢ J customers wait while servers idle. Custom-
ers from class j € J will only wait if all servers are busy, which is written mathematically by replacing (31) with

] ]
N — Z;J<1’V]> = |:N_ Zl<1/vj> - Z q]
= =

je7

+

, (31)

+

(32)

If J is the empty set, then (32) becomes vacuous because of (5.2).
Given a subset J of J, which may be a proper subset, the empty set or the entire set, define Y’} to be the subset

of YN such that (32) holds. Note that Y) = YV. Also note that for any subset J of J, Yy is a closed subset of the
Polish space YV and is therefore a Polish subspace of Y. This motivates us to define an HL control policy in a
way that allows for the state space to be restricted to a Polish subspace of Y.

Definition 1. Given a Polish subspace S" of YV, an HL control policy (for the N-server queue) on SV is a collec-
tion {Pfj\’ }yegw of probability measures on (Q, F) indexed by SN such that

1. for each y e SV, IP’;\] YN e D(SV), YN(0) =y and YN satisfies (5) - (26) for y) =y)=1,and

2. for each measurable B ¢ D(SV), the mapping y P;\’ (B) from S™ to [0, 1] is Borel measurable.

Definition 1 allows one to consider random initial states satisfying some natural conditions. In particular, giv-

en a Polish subspace SN of YV, let

SN ={YN(0): YN(0)is an (SN, B(SY)) valued random element defined on (Q, F, P)
that is independent of the stochastic primitive inputs and such that
max E[X}"(0) + (1,17 (0))] < oo, where Y™(0)=(a™(0), X"(0),v™(0), 7" (0))}-
JE

Given YN(0) € GV, we use the notation ¢V to denote the distribution of YN(0); with a slight abuse of notation, we
sometimes write c¥ € GN. The set G is the set of initial conditions for control policies on SV.
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Definition 2. Given a Polish subspace S" of YN and ¢" € S¥, an HL control policy on SV with initial condition ¢N
is the process YN that for each measurable B c D(SV) satisfies

[P’(YN € B) - /S BN (dy).

We refer to YN as the associated state process or simply the state process. In addition, we define YN(O) = YN(0)
and Y () = (@™(t), XN (), 7N (), V(b)) for each t > 0.

2.6. Admissible HL Control Policies

In order to prove a fluid limit theorem, the entry-into-service process must satisfy some additional properties. In
particular, we require that the entry-into-service process K is nonanticipating. Furthermore, the decision regard-
ing which class to serve can invoke certain forms of randomness, if helpful. More specifically, given a Polish sub-
space SN of YN, ¢N € @V, and an HL control policy on SV with initial condition ¢N and associated state process
YN foreacht >0, let

cN EN(1) DY (1)
Y =ol{(7" 9,0 <5 <0, 45" a1 5"}),
where YN is as in Definition 2.

Definition 3. Given a Polish subspace S" of YN and ¢N € G, an admissible HL control policy on SV with initial
condition ¢V is an HL control policy YN on SV with initial condition ¢V (see Definition 2) such that the associated
entry-into-service process KN is {GIV},5 adapted.

Note that Y is used in the definition of the filtration to which the entry-into-service process is adapted be-

cause YN(t) includes information about an arrival or a departure at time ¢ but not about entries into service at
~N
time f. So then, for each t > 0, KN(t) depends the entire history (YV(s),0 <s <) (because YN(s) = lim,~ Y (1))

and knowledge resulting from arrivals or a departure at time f (because YN(t) includes this information). Also

N(. N (.
observe that the primitive input sequences {e¥ }fjl() and {dV }Zﬁ( ) which are i.i.d. sequences of uniform (0, 1) ran-

dom variables, are included in defining the filtration to which K~ must be adapted. Therefore, at moments of an
arrival event or a departure, the choice of how many customers of each class enter service, if any, can depend on
the state process history and/or the independent randomness generated by these sequences.

3. A Fluid Model for the Many-Server Queue with Control

In this section, we specify a generic set of fluid model equations. These equations, given in Section 3.1, can be re-
garded as formal fluid analogs of the equations satisfied by any admissible HL control policy. Thus, under rea-
sonable asymptotic conditions, one expects that fluid limit points of a fluid scaled sequence of admissible HL
control policies should be fluid model solutions. Conditions for this to be true are given in Section 4 (see Theo-
rem 1).

In Section 3.1, the fluid model equations and the definition of a fluid model solution are given (see Definition 4).
We remark that the arrival function E may arise as the limit of a sequence of time-varying stochastic arrival pro-
cesses and therefore, is not necessarily required to be continuous. In Section 3.2, we determine what continuity
properties result for fluid model solutions upon imposing various continuity assumptions on the arrival function
E and the entry-into-service function K (see Lemma 2). Also in Section 3.2 under the assumption that the arrival
function is continuous, an intuitive representation for the reneging function is given (see Lemma 3). We conclude
in Section 3.3 with a brief discussion of the case with constant arrival rates and the classification of the associated
invariant states given Puha and Ward [19, theorem 1].

3.1. Fluid Model Solutions
The fluid model has as an input a function E € D1(R/,), which we refer to as an arrival function. Fluid model solu-
tions take values in the set X given by

X =R, x xI_; M[0,H;) x x|_, M[0, H)).

Similarly to Y, the set X endowed with the product topology is a Polish space. Given (X,v,n) € D(X), for
jel, t>0,and x e R;, we set

Fyux) = (1o, 7,(0)- (33)
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Also, given (X,v,n) € D(X), forje J, t >0, and y € R, we define

(F) @) =inflre R By 2, (34)

which is taken to be infinity if {x € R, : F;;(x) > y} = 0.
To define the fluid model equations, we consider a subset F of D(X) defined as follows: (X,v,1) € D(X) such
that for each £t > 0,

(LB < X < (L,vi(H) + (11,6, foreachj €], 35
J
=1
t ] t
/ i, viw)du < o0 and / I ny()du <o, for each j . (37)
0 0

Note that (35) and (36) are fluid analogs of (S.1) and (S.2). Condition (37) implies that the fluid analogs of the cu-
mulative departure and potential reneging processes are finite, which holds trivially in the prelimit.

Given (X,v,n) € F, we define auxiliary functions B, Q, R, D, and K in D(RL) and I and D(R,) as follows: for
eachjeJand t >0,

Bi(t) = (1, (1)), (38)
Q;(t) = X;(t) — B(#), (39)
t rQj(u) -1
Rj(t) = /O /0 h;((P],u) (y))dydu, (40)
t
Dt = [ 05, (wpd, (41)
0
Ki(t) = Bj(t) + D(t) - B;(0), (42)
J
I(H)=1- le Bi(#). (43)
=

Then B, Q, R, D, K, and I are fluid analogs of the busy server, the queue length, the reneging, the departure, the
entry-into-service, and the idleness processes, respectively. For (X,v,n) € F,0<I(t)<1 for all >0 because of
(36), (38), and (43), and 0 < Q;(t) < (l,nj(t)> forall t > 0 and j € J because of (35) and (39). Furthermore, because of
(37), Dj(t) and R;(t) are finite for all t > 0 and j € J and therefore, K;(t) is finite for all t > 0 and j € J.

Next, we introduce some additional properties and equations that should be satisfied by (X,v,n) € F arising as
fluid limit points. Because K € D(R),) is to be regarded as the fluid analog of the entry-into-service process, it
should satisfy that for each j € J,

Kjis nondecreaing. (44)

Further the fluid analog of the balance Equation (17) should hold. In particular, forallj€ Jand t > 0,

In addition, v and 1 should satisfy certain integral equations. In particular, for allj € J, f € C,(R4), and t > 0,
Fn=ses t)lfé;(f)”,v,-(m) v [[fit= w0 -G - wpaKw, (46)
—_Gr(- ¢
o=\ o, 20+ [ =00 -Gty o, )

Definition 4. Let E be an arrival function. A fluid model solution for E is (X, v, n) € F that satisfies (44) and the flu-
id model Equations (45)—(47).

Remark 1. We chose the more intuitive Equations (46) and (47) in the fluid model in place of the fluid analogs of
(23) and (25) in Lemma 1, which are given as follows: for all je J, p € C}'l([O,Hj) xRy), e C}’l([O,H; )X R,),
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andt>0,
(@) 100 = 01O + [+, ),
- [ 0360, 0)dn+ [ 90,0k,
0 0

G, (0) = 01O+ [0+, m
(49)

= [, du+ [0 wdE .
0 0

By Kaspi and Ramanan [12, theorem 4.1], if (v,7) € D(><]]A:1 M0, H]s) X X][=1 M0, H]r)) satisfies (37) and K € D(R))
satisfies K;(0) = 0 for all j € J and (44), then we have that (46) and (47) hold if and only if (48) and (49) hold. There-
fore, our choice is not restrictive and consistent with the prior works Atar et al. [4], Kang and Ramanan [11], and
Kaspi and Ramanan [12]. In addition, as in Kang and Ramanan [11, corollary 4.2], if (v, 1) € D(><]].:1 M0, HJS) ><><]],:1
Mo, Hj )) satisfies (37) and K € D(Rﬂ) satisfies K;(0) = 0 for all j € J and (44), then (46) and (47) hold for each f €
Cy(R,) if and only if (46) and (47) hold for each bounded Borel measurable function f : R, — R.

3.2. Continuity Properties of Fluid Model Solutions
This lemma is a modest generalization of Kang and Ramanan [11, corollary 3.7] and Kaspi and Ramanan [12,
lemmas 5.18 and 7.3].

Lemma 2. Suppose that E is an arrival function and (X,v,n) is a fluid model solution for arrival function E. Then the fol-
lowing hold.

i. If the arrival function E and the auxiliary function K are continuous, then (X,v,n) and each of the auxiliary functions are
continuous.

ii. If, for each j € J, E; and K; are absolutely continuous, then X; and all of the coordinates of the auxiliary functions are abso-
lutely continuous for each j € J.

iii. If, K (resp. E) is continuous and for each j € I, v;(0) (resp. n;(0)) has no atoms, then v(t) (resp. n,(t)) has no atoms for
eacht>0andje].

iv. If, for each j € J, K; (resp. E)) is absolutely continuous and v;(0) (resp. 1,(0)) is absolutely continuous with respect to Leb-
esgue measure, then v](t) (resp. n](t)) is absolutely continuous with respect to Lebesgue measure for each t > 0 and j € J.

Proof. First we verify (i). To begin, fix j € J. Continuity of  — v;(f) (resp. ¢ +— 1,(t)) with respect to the topology of
weak convergence follows from (46) (resp. (47)), bounded convergence, and contmmty of K (resp. E). By (41) and (40), D;
and R; are absolutely continuous and therefore continuous. Then, by (45) and (42), X; and B; are continuous. Hence, by
(39), Q]- is continuous. Because j was arbitrary, I is continuous by (43). The proof of (ii) fo]lows a similar line of reasoning.
Hence (i) and (ii) hold. To verify (iii), fix j € J and x € R, and substitute f = 1;,} into (46) and (47), which is valid because
of Remark 1, and observe that the right-hand side is zero for all > 0. Since j and x were arbitrary, (iii) holds. Statement
(iv) can be verified by adapting the argument used to proof Kaspi and Ramanan [12, lemma 5.18].

A simplified fluid model is discussed in the tutorial paper Puha and Ward [19], where it is assumed that E is con-
tinuous and 7,(0) has no atoms for each j € J. An advantage to making this assumption is that one finds an alterna-

tive, perhaps more intuitive, representation for the reneging function, which is presented in the next lemma. For
this, given a fluid model solution (X, v, 1) for an arrival function E, it will be convenient to have a notation for the

fluid analog x of the process x", which is a function taking values in R/, given as follows: for j € J and t > 0, let
xi(H) = inf {x € R, : (1j0.,7,(8)) = Q(1)}. (50)

Lemma 3. Suppose that E is a continuous arrival function and (X,v,n) is a fluid model solution for arrival function E such
that 1),(0) has no atoms for each j € J. Then, for each j € J and t > 0,

t H;
Ri(t) = /0 (G130 51)
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Proof. Fix j € J and t > 0. By definition of x;,

t H; t
I (01 (u)(dx)du = / / . (x)F, u(d)du. (52)
/o ./0 1 oam )<g} o Jioguy

-1
Then, given 0 <u <t, perform the change of variables z = (F]-,u) (y) and use the fact that because of Lemma 2

(iii), T]j(u) does not have any atoms to find

1
/ 17 (x)Fju(dx) = hr(( ]u) (y))dy
[0,x;(u)) [0,Q;(w))

This together with (52) and (40) implies (51). O

3.3. Discussion of Constant Arrival Rates and Invariant States

In Puha and Ward [19], the authors characterize the invariant states, or fixed points of the fluid model equations
in the case where the arrival rate to each class is constant (i.e., E;(f)=A;t for all t>0 and jeJ for some
A €(0,Y). Given A € (0, ), we define the function A; j(t)=Ajt forall £t >0 and jel.

Definition 5. A tuple (X*,v*,n") € F is an invariant state for the arrival function E if the constant function (X, v, 1)
given by (X(#),v(t), n(t)) = (X*,v*,1*) for all + > 0 is a fluid model solution for the arrival function E. (i.e., satisfies
Definition 4). Given (X*,v*,1") € F, for convenience we define B; = {1,1/}) and Q; = Xj - B; for eachj € J.

Proposition 1 (Theorem 1 in Puha and Ward [19] Restated for the Reader’s Convenience). Suppose that A € (0, 00)]
and that for each jeJ, m; = /0 - Gj(x)dx < co, mj = /0 iy - Gj(x)dx < oo and Gj is strictly increasing with inverse
(G]T)_l, where by convention (G]f)_l(l) = Hj. Define

B(A) = {beRI b < P; —Amsforall]EJande <1} (53)
j=1

ForbeB(A) and j € J, define q(b) € R). such that

(G)7'(1=b;/p)) ,
a0 =2 [ (1- G (x))dx, (54)
0

and let
L (dx) = Ai(1 - G’(x))dxfor eachx e R,

ii. v *(dx) = b (11— Gs(x))dx for each x e R, and
iii. X q](b ) +b.

iv. Then (X*,v*, ") is an invariant state for the arrival function A with B* = b and Q* = q(b). Conversely, if (X*,v*,n") is
an invariant state for the arrival function A, then B* € B(A) and (X*,v*, ") satisfies (i)—(iii) for b = B**.

For A € (0, 00)/, Proposition 1 implies that the invariant states for an arrival function A are in one-to-one corre-
spondence with the set B(A). In particular, b € B(A) captures the long-run average fraction of the collective server
effort that must be provided to each class by the control policy for it to be possible to reach an equilibrium in the
invariant state associated with b. There are b € B(A) such that 0 < b; < /\jm}‘f for more than one j € J, and, for such a

b, multiple classes must be partially served.

4. Fluid Limit Points for Many-Server Queues with Control

]In this section, we consider a sequence of multiclass many-server queues indexed by N, the number of serv-
ers. For each N €N, there is an arrival process EN, a Polish subspace SN of YN, cN e &N, and an admissible HL
control policy on SN with initial condition cV. Then, for each N € N, YV denotes the associated state process
(see Definition 3). We define the fluid scaled state processes for the Nth system as follows. To begin, let
anN =aN. Also, for HN =EN, XN, vN, o, BN, QN, RV, DN, DY, KV, and IV, let HN =HV/N. Then YN =
(aN, XN, N, 7iN) for all N € N. The main result proved in this section is a fluid limit theorem that gives condi-
tions under which limit points of the sequence {Y"}yey are fluid model solutions (see Theorem 1). To state
Theorem 1, the conditions that {Y"} .y must satisfy need to be given.
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Assumption 1. E is an arrival process (which may be a random element defined on (Q,F,P) taking values in D T (R),))
such that for eachj € J,
N

1. limNHooE]» E; almost surely;

2. th%E[E]N(t)] = E[E(H)] < oo forall £ > 0,

We remark that Assumption 1 allows for E to possibly have jump discontinuities. Continuity is not necessary
to verify tightness. This is demonstrated in Section 4.2 (see Theorem 2). We also require some regularity on the
entry-into-service process, which is stated next as Assumption 2.

Assumption 2. Either {K}V Inen satisfies (K.2) of Kurtz’ criteria (stated in Section A.1 in the appendix) for each j € J or for
allNeNand0<s <t < oo,

max KY(t) = K¥(s) < Ex (t) + DY (t) = EY(s) — D5 (s). (55)

The inequalities (55) imply that the number of customers of a particular class that enter service at any moment is
bounded above by the total number of customers that arrived and departed at that moment. It is satisfied by
many natural admissible HL control policies. When it holds, there is no need to verify (K.2) of Kurtz’ criteria for
{KN}nen @ priori in order to apply the results here. Instead, in the proof of Lemma 8 in the case where (55) is as-
sumed to hold, we use (55) together with the other conditions to verify that {KN}yqy is tight. This might seem
reasonable since (55) implies that for each j€ J, the oscillations of I_<]N are controlled by the oscillations of
EY +DY.

Finally, the next assumption provides control over the asymptotic behavior of the sequence of initial conditions.

Assumption 3. (X°,1°,1°) is a random element defined on (Q, F,P) taking values in X such that for each j € J,

L limy—e XY (0) = X0 almost surely;

2. limy—,oE[XN(0)]= E[X)]< oo;

3. 17}\/(0)2—“>v? as N — oo almost surely;

4. r‘]JN(O)ﬂ 1) as N — oo almost surely;

5. limy—,o E[(1, 7,1 (0))] = E[(1, 7})]< 0.

Assumptions 1, 2, and 3 are needed to prove the main tightness result, Theorem 2, which is stated in Section 4.2
after developing the requisite background. These assumptions say nothing about the convergence of (i, 7(0)) or
of (h7, f]]N (0)) as N — oo, for j € J. It turns out that this is not needed to prove tightness. However, additional con-

ditions must be satisfied in order to uniquely characterize limit points. This can be achieved by imposing some
mild conditions on the hazard functions as follows.

Assumption 4. For each j € J, there exists L; < H; such that h; is either bounded or lower-semicontinuous on (LS.,H]S.).
Likewise, for each j € J, there exists L]T < H]’ such that h]f is either bounded or lower-semicontinuous on (U,H]T).

Furthermore, in order to uniquely characterize limit points, and in particular to characterize the limit of the re-
neging process, the following assumption is needed. For this, we recall that a measure does not charge points if
it assigns zero mass to all singletons.

Assumption 5. Assumptions 1, 2, and 3 hold and the following hold:
1. E; is continuous almost surely for each j € J;
2.1 does not charge points almost surely, for eachj € J;
3. either {KN}yey is C-tight, or (55) holds.

Part 1 of Assumption 5 holds in many cases arising in applications. Part 2 in Assumption 5 is a condition on 1°
that is preserved in time by the fluid model dynamics in the presence of Part 1 in Assumption 5 (see Lemma 2(iii)).
We show that this holds for fluid limit points in the proof of in Lemma 10(6), which generalizes Kang and Ramanan
[11, lemma 7.3] to the present setting.

Theorem 1. Suppose that Assumptions 4 and 5 hold. Then {(XN N 7N)}ney is tight. If (X,v,n) is a distributional limit
point of {(XN N 7N)}yen, then (X, v, ) is, almost surely, a fluid model solution for E with (X(0),v(0),n(0)) = (X°,v°,1°).
Furthermore, (X,v,n) and the auxiliary functions are continuous and 1),(t) does not charge points for all t > 0 and j € J,
almost surely.
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Theorem 1 is proved in Section 4.3 after establishing some preliminaries in Section 4.1 and a more complete
tightness result in Section 4.2. It follows closely the general outline of the proof of Kang and Ramanan [11,
theorem 7.1], which considers the single class, nonidling case where the arrival process has jumps of size one.
Here, we treat the multiclass case with batch arrivals and more general admissible HL control policies that may
idle. Our development emphasizes the nuances that must be addressed in this case.

We also remark that a foundation for allowing the limitin ng arrival process to have jumps is developed in Kang
and Ramanan [11]. However, in Kang and Ramanan [11], E™ is assumed to have jumps of size one, which implies
that Part 1 of Assumption 5 holds. More importantly, the alternative representation of the reneging process com-
pensator given in Kang and Ramanan [11, proposition 5.5] relies on the fact that EV is assumed to have jumps of
size one. Here, we have relaxed this by allowing batch arrivals. To account for this, we provide upper and lower
bounds on the prelimit reneging process (see (56)). The characterization of the limit is executed by analyzing the
martingale compensators for these upper and lower bounds. Assumption 5 is used to argue that the fluid limits
of the martingale compensators for these upper and lower bounds agree. The characterization of the limiting re-
neging process is shown to follow from this in the proof of Lemma 10(7).

Theorem 1 does not imply convergence; but rather, it characterizes limit points as fluid model solutions. A
lack of uniqueness of fluid model solutions due to the absence of a policy-specific equation or equations may re-
sult in different distributional limits along different subsequences. If one has a specific collection of admissible
HL control policies that they wish to analyze, then Theorem 1 can be used as a step toward proving a fluid limit
theorem. A program for this is outlined in Section 4.4 immediately following the proof of Theorem 1.

4.1. The Collections of Marked Point Processes

In view of (23) and (25), weak convergence of the sequence of rescaled state descriptors involves weak conver-
gence of the marked point processes {D (@.')}nen and {S (¥,)}nen for each jel, ¢ e CH([0, H;) xR,) and
P e C1 (o, Hr) X R;). In this section, we estabhsh some facts about these collections of marked pomt processes.
This generahzes and modestly restructures the development in Kang and Ramanan [11] and Kaspi and Ramanan
[12], which facilitates applying it in the present multiclass setting with batch arrivals. Although we do not find it
necessary to write out the proofs of most results, we find value in stating the relevant lemmas, which are slightly
more general in some cases, and commenting on their proofs.

4.1.1. Families of Martingales. The analysis will make use of certain families of martingales. In order to introduce
these families, we must define an appropriate flltratlon. For this, recall that for each NeN,jeJ, and

i=-XN0)+1,...,0,1,2,..., k]I\{ is the time at which the i class j customer enters service, which is taken to be in-
finity if that customer reneges before entermg service. For bookkeeping purposes, we label each of the N-servers

with a distinct index from the set {1,2,...,N}. Foreach NeN,jeJ, t >0,and i = —XN 0)+1,...,0,1,2,..., welet
s%(t) €{0,1,2,...,N} be the index of the server that processed or is currently processmg the work assoc1ated with

class j customer i if k]l\f <t and is zero otherwise. For each N € Nand t > 0, let

7= a({yN(o), (aN(u),O <u< t), H(wﬂ(u), O<u< t)}

[

=1, nN(O))+1}je.]I/

{{( (u) Osus< t)}z——XN(O)+1}]EJ {{( (u) Osus t)}z— XN(0)+1}]EJ
G R}

and, for each N € N, let {F N}, be the associated right-continuous filtration, completed with respect to P. For each
NeN, YV is an {FV},., adapted process and G C FN for all t > 0. If ] = 1 and the control policy is the nonidling
policy as in Kang and Ramanan [11], then the i.i.d. sequences {eM}", and {d}'}.", of uniform (0, 1) random variables
are not used to determine the entry-into-service process K". In this case, the filtration considered here is equal to the
filtration defined in Kang and Ramanan [11, section 2.2.4], augmented with the sequences {eN}" and {dN}",

For each jelJ, bounded measurable function ¢:[0, HJS) X R, —» R, bounded measurable function
[0, H)XR+—>R and t >0, let

AN, H) = / (PO, N w@yd  and Mg, = DN (p, 5 - AN (g, 1),

Aﬁ?(¢,t)=/o<¢(-,u)hf()nN(u»du and My, ) =57, 1) = Aj(P, ).
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In addition, forje J, w € [0, H]?), and t >0, let
QJN(W, £) = Lo (X} () = 1[0,x§\’(t—))(w)/

@)}V(w/ t)= 1[w,oo)(X}V(t—)) = 1[0,;(]”07)](10)-

For each je€ ], GJN and @;V are almost surely bounded, measurable, real-valued functions on [O,H;) X R,. Thus,

foreachjeJandt >0, Alr\,]j(GN , ) and Aﬁ\,’j(@f ,t) are well defined. Furthermore, by (29) and (30), for each j € J and
t>0,

SO, 1) <RY(t) < SN (O, 1). (56)

By adapting the arguments used to prove Kaspi and Ramanan [12, corollary 5.5], part 1 of Kang and Ramanan
[11, proposition 5.1], and [11, lemma 5.4] to the present multiclass setting with batch arrivals, the following lem-
ma holds. This relies on the independence conditions satisfied by the stochastic primitive inputs and the initial

conditions, and the requirement that K" is {G},., adapted in Definition 3.

Lemma 4. Let N € N. For each j € J, bounded measurable function ¢ : [0, H;T) X Ry — R such that t — (p(aﬁ(t), t) is left
continuous on [0,00) for each i€ {—X]N (0)+1,...,0}UN, and bounded measurable function 1 : [O,H;) x R; — R such
that t — w(w%(t),t) is left continuous on [0,c0) for each i€ {—(1,17?(0)}+1,...,0}UN, the processes Ai\;((p,-) and
Aﬁ\’]]r(l]b, ) are the {FN},.o-compensators of D]N (p,-) and S]N (¥, ) respectively. Also, A,,j(®]N ,+) is the {FN},.o-compensator
of S}V (®]N ,+). In particular, the processes Mijj(qo, ), Mz(gb, -), and MZ(@?Z ,+) are local {FN},.o-martingales.

Remark 2. For each NeN,jeJ,and i e {—(1,n§"(0)} +1,...,0}UN, GN(w]IE(), -) is left continuous on [0, o), while

G)]N (wﬁ(-), -) is not left continuous on [0, o). Hence, the martingale property involving G)]N is stated separately in

Lemma 4. For the single class case, an approximation argument is given in the proof Kang and Ramanan [11,
lemma 5.4] to address the lack of left continuity, and that argument extends to the multiclass case as well.
For each jelJ, bounded measurable function ¢:[0, H]?) X R, —» R, bounded measurable function

¥:[0,H) xRy = R, and HY = DN(g, "), Ali(@, ), MY(@,"), S (), AW, ), and My (¥, ), let HN = HN /N. Each
of the local martingales given in Lemma 4 has a well-defined quadratic variation process, which tends to zero un-
der fluid scaling and the asymptotic assumptions specified in the next lemma. To state this, given a local martin-

gale LN, we let LN = LN /N and let (LN)(-) denote quadratic variation process associated with LY, if such a process
is well-defined.

Lemma 5. Suppose that Assumptions 1 and 3 hold. For each t > 0, j € J, bounded measurable function ¢ : [0, H;) X Ry —
R such that u +— (p(a%(u),u) is left continuous on [0,00) for each i € {—XJN (0)+1,...,00UN, and bounded measurable

function ¢:[O,H]T)><]R+—>R such  that ul—>¢(w}>§(u),u) is left continuous on [0,00) for each
i€ (=L O) +1,...,0UN,

limsup E[HY(#)] < oo, (57)
N—oo

_ N N N N N (N NN
f01" HN() = D] ((p/ ')r As,j((Pr ’)/ S] (¢1 ’)/ Ar,j(wl ')/ S] (®] ’ ')/ andAr,j(G)j r‘)‘ Consequentl}//

limsup E[R}V (t)] < oo, (58)

N—oo
Furthermore, for LN = /\_/lgj((p,-), /\_/lf/]j(lp, -) and M%(@?’g ,
I}Jim E[(LN)(#)] =0,  so that IN=0, asN > . (59)

Proof. Fix t > 0 and j € J. As in the proof of Kaspi and Ramanan [12, part 1 of lemma 5.6], (57) follows from (21),
(22), Lemma 4 (which implies that for each N €N, ]E[Z_DJN (p, D)]= ]E[AQ’]-((p, t)] for each bounded measurable
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function ¢: [O,Hj?) XR, >R such that ur—o (p(a%(u), u) is left continuous on [0,00) for each
i€ {—XN(O) +1,...,0}UN, E[SN(z/) b= [_N(lp t)] for each bounded measurable function 1 : [0, H]?) xRy —R
such that utr— 1,D( (u) u) is left continuous on [0,0) for each ie{-(1, r]]N 0))+1,...,0lUN, and

IE[R]N H)]= E[.AN v, t)]) and Assumptions 1 and 3. Then (59) follows from (57) as in the proof of Kaspl and Ram-
anan [12, lemma 59]. O

Next we develop alternative representations for the compensators of S]N (9]N ,+) and S]N (@j-v ,+) for each j € J and
N e N. This is similar to the development in Kang and Ramanan [11] and Kaspi and Ramanan [12], but we re-
quire a modest generalization to account for batch arrivals. For NeN,je ], t >0, and x € [O,H]? ), let

Fiy(0) = (Lo, 17 (1))
ForNeN,jeJ,and t >0, let
= mf{x € [0,H)): Fl(x) > <1[0,X;V(t_)),n;v(t)>}.

Then, for NeN, j€ J, and t > 0, either )E;\](t) =X (t=)=00r0< )E;\](t) <x}(t-) and <1(XN(f) XN(t_)),n]l\’(t)> =0. Hence,
IR
forNeN,jeJ, t>0,andweR,, G]N(w) = 1[0,)€N(t)](w)‘ Therefore, for NeN, je ], t >0,

A0 = [ (g0, 1) (60)
Lemma 6 (Alternative Compensator Process Representation). Foreach NeN,je J, t >0,and x € [O,H]* ),
o] 1) = / h’( (7)) (61)
In particular, foreach N €N, je J,and t >0,
AV(ON, B = / / ks ))hr( (1) (y))dydu, 62)
V@Y, = / / W ))hr( (%) (y))dydu. 63)

Proof. Fix N € N and j € J. It suffices to verify (61) because, for each ¢t > 0, (62) and (63) follow by respectively tak-
ing x =x(u) = )E]N (u) and x = x(u) = )(]N (u—) for each u € [0, t] in (61), integrating over [0, t], and using (60) to obtain
(62). Hence, we proceed with the verification of (61). Fix t > 0. If (1, r]]N (#)) =0, (61) holds trivially. Henceforth, we
assume that (1, 1 N(t)) > 0. Given 1 <k <(1, nN(t)) let @;(t) = inf{x € R, : Fz\ﬁ(x) >k}, which is the k™ largest wait-
ing time among class ] customers that have entered the system but not reneged by time t. Then
0<Wji(t) SWjt) < <, nN(t»(t) The inequalities are weak because EN may have jumps of finite but arbi-

trary size. By definition of Fj,t, forye [O, {1, r]]N (t)}],

(Fﬁ)_l(y) inflx € R, : Fi() 2 yf = inflx € . Fi() 2 [y = (%)_1(ry1)=wf,fy1(t)'

Therefore, fork=1,...,(1, n]N(t)),

h}(wﬁ((t)):h;«lfﬁ)l(k)) h’( (F3) (k)) /k dy= /k 1h’( (F3) 7 ) Y.

,,()

Then, (61) follows because, for each x € R, (1[0,,411 M N(t)) = R (t)) O
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4.1.2. Finite Radon Measure Interpretation. Observe that for eachje Jand t >0, DN (-,t) and AN (-, 1) (resp. SN (-, b
and AY ( t)) are nonnegative linear functionals on C.([0, Hs) X Ry) (resp. C.([0, Hr) X R,)). Thls together w1th (21)
and (22) implies that for each je J and t >0, DN( t) and SN(.,t) are finite Radon measures on [0, HJS) X R, and
[0, Hr) x R, respectively. Hence, for each j € J and >0, D’(’( t) e M([0,H;) x R,) and SN( t) € M([0, H)) X R;).
Asa result of the next lemma, we have the analogous propertles for the compensator processes.

Lemma 7. For each NeN,jelJ, 0<m<H;, t>0, and bounded measurable ¢ : [O,H]?) XR; — R such that
supp(p) € [0,m] X R,

42, 1) < llpllo( X0 + EN 1) /O i .

Similarly, for each NeN,jel],0<m<H], t>0, and bounded measurable 1 :[0, H]f) XR, —> R such that
supp(y) € [0,m] X Ry,

0] < (0,04 EF0) [ .

Lemma 7 implies that for each ] € J] and t >0, AN]( t) and AN]( t) are finite, nonnegative Radon measures. In
particular, for eachje Jand t >0, A ( t) € M(|0, H;) x R,) and A ( t) e M([0, Hr) X R). In addition, for each j €
J and t>0, MN(-,t) and MY, t) are finite, s1gned Radon measures We w111 find it convenient to write
DN, AN, MY, S ﬁ , AN, and /\/l to denote the vector measure valued processes with respective jth coordinates
given byDN AN, MY SN .AN and MN forjel.

S]’ S]’ 1’]’

4.2. Tightness
Let

= (D(RL))” x x[_; D(M[0, H})) x x_; D(M[0, H))) x (D(R,))" x (D(R))*
X (<) D(M([o,H;) X R,))? X (<], DIM([0H]) X &)Y,
which is endowed with the product metric. Then V is a product of Polish spaces and is therefore a Polish space.

Theorem 2 (Tightness). Suppose that Assumptions 1, 2, and 3 hold. For each N € N, let
7N = (EN XN PN, AN, 1,7V, BN, QN, RN, DN, RN, IN, DY, DN, AN, 3V, Alrv)

Then {VN}yen is relatively compact in V and is therefore tight.

Theorem 2 follows from Lemmas 8 and 9. The proofs of Lemmas 8 and 9 leverage many aspects of the
proofs of relative compactness as developed in Kang and Ramanan [11] and Kaspi and Ramanan [12]. The
proof of relative compactness given in Kaspi and Ramanan [12, section 5] is for the single-class case without
reneging. Reneging is incorporated into the single-class model in Kang and Ramanan [11]. The aspects of
these statements and proofs that extend in a relatively straightforward fashion are summarized in the appen-
dix. Here we focus on the main contribution of the present paper, which is to handle the multiclass case with
control. We note that multiclass many-server queues operating under static priority disciplines are treated in
Atar et al. [4] also using elements of the proofs in Kang and Ramanan [11] and Kaspi and Ramanan [12] to-
gether with a Skorokhod mapping developed in Atar et al. [4] that is specific to static priority policies. To be-
gin their argument, Atar et al. [4] note that the relative compactness of {DN}yey and {RN} oy follow precisely
as the case treated in Kang and Ramanan [11, lemma 6.3]. Because these arguments do not use the specifics of
the control policy, this is also true in our case, as described more fully in the appendix. However, because we
want to prove tightness for any control policy, our proof departs from the line of reasoning in Atar et al. [4]
thereafter. As previously mentioned, the line of reasoning used here follows more closely to that used in
Kang and Ramanan [11] and Kaspi and Ramanan [12]; but some adaptations need to be made to account for
the fact that our control policies are multiclass and may idle at times when there is work in certain buffers.
This is accounted for in the proof of the next lemma, Lemma 8, which is a multiclass analog of Kang and
Ramanan [11, lemmas 6.3 and 6.4].
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Lemma 8. Suppose that Assumptions 1, 2, and 3 hold. For each j€lJ,fj€ cl([o, H})), ¢; € cl([o, H))),
(P] € Cb([o/ H]s) X IR+)r and ij € Ch([or H]r) X IR+)/ the Sequences {E]N}NEN/ {X]N}NENI {<ﬁ'17]N>}NENr {<Cj/f]]1-\/>}NeN/
{<1r77]N>}NeN/ {B]N}NENI {Q}'\]}NEN/ {RJN}NGNI {DJN}NeNr {I_<]N}N€N/ {Z_)]I‘\]((Pjr')}NeNr { i\,g'(qoj")}NeN/ {S]N(]vbjf')}NeNr and

{-’Zli\,;(ll’jf')}NeN are relatively compact in D(R,) and are therefore tight. Similarly, the sequences {IN}, . and {D;}}N e
€

relatively compact in D(R.) and are therefore tight. If Assumption 5 also holds, then each of these processes is C-tight.
The proof of Lemma 8 uses Kurtz’ criteria, which are stated in Section A.1 in the appendix.

Proof of Lemma 8. Forj € J, fix ¥ € C,,([O,Hf) X R,), 1/1]. € Cb([O,H]?) xRy), fi € C}([O,H;)), and ¢; € CE([O,H]T)). Be-
cause of Part 1 of Assumption 1, {E ]N }nen is relatively compact for each j € J. Relative compactness of the sequen-
ces {D]N((ij')}NeN/ {Ag\,]j((ij‘)}NeN/ {S]N(lzbj")}NeN/ {Alr\,]j(%/‘)}NeNr {D?I}NEN/ {R,N}NeN/ {X]N}NEN/ and {<1f7_]]N>}NEN for
each j € ] follow exactly as in Kang and Ramanan [11, lemma 6.3] by adding class subscripts and applying Lem-
ma 4 and (57)—(58) in place of Kang and Ramanan [11, proposition 5.1(1)] and Lemma A.1(2) in place of Kaspi
and Ramanan [12, lemma 5.8(2)] and Kang and Ramanan [11, remark 5.2]. Therefore, we do not reproduce those
arguments here. Instead, we simply make note that Assumption 2 is not needed for these arguments. It follows

that {DY}yey is also relatively compact. Because each of these processes take values in a Polish space, relative
compactness is equivalent to tightness; so each of these processes is tight. In addition, the sequences

2 (@) Inens {lei\}((pj,-)}NeN, {leﬁ\;(z,bj;)}NeN, {DIN }nen, and {I_{JN }nen are C-tight because each process in these se-
quences is either continuous or has jumps of size 1/N. Because we allowed for batch arrivals, the processes in the
sequences {E]N Inens {S']I-\’ (R} NE {}_(]N Inen, and {(1,77]14\’ Y}neny may have jumps larger than size 1/N. However,
when parts 1 and 2 of Assumption 5, it is straightforward to verify that each of these sequences is C-tight.

Next we argue that the remaining D(R.) valued processes {B]N Fnens {Q]N Inen, and {K]N }nen, for each j € J, and
{IN}yey are relatively compact. First we show that they satisfy (K.1) of Kurtz’ criteria. Clearly, {IN}yey satisfies
(K.1). By (15), nonnegativity of BN and Q" and (19), for eachj€ Jand t > 0,

0<BN(H)vONH <XN(t) and KN <BN(t)+DN(b).

For each j € J, {XN}yqy is relatively compact and so it satisfies (K.1). Therefore, {B)}yey and {Q)}yey satisfy

(K.1) foreachje J. Foreachje], {D}V }nen is relatively compact and so it satisfies (K.1). Therefore, {I_<]N Inen satis-
fies (K.1) for each j € J. . ) )

We continue by arguing that each of the D(R,) valued processes {B]N Inens {Q]N Inen, and {K}V }nen, for each
j€J, and {IN}yey satisfy (K.2) of Kurtz’ criteria and are therefore relatively compact. By Assumption 2 and the
relative compactness of {E]N }nen and {D;V }nen for each jeJ, {f(;\’ }nen satisfies (K.2) for each j € J. Then, by (19)
and the relative compactness of {I_<]N ey and {D]N }nen foreachjeJ, {B}V Inen satisfies (K.2) for each j € J. In turn,
(16) and the relative compactness of {BJN }nen for each j € J imply that {IN}yen satisfies (K.2). Similarly, (15) and
the relative compactness of {BJN Inen and {}_(]N }nen for each j € J imply that {Q]N Inen satisfies (K.2) for each j e J.
Therefore, each of these D(R,) valued processes is relatively compact and therefore tight. If Assumption 5 holds,
then, as noted in the first paragraph of this proof, Assumptions 5.1 and 5.2 imply that {E]N }nen and {D]N }nen are
C-tight for each je€J, and Assumption 5.3 and C-tightness of {I:Z;V }nen for each j€J and of {DY}yey imply
C-tightness of {f(f’ }nen for each j € J. This together with (15), (16), and (19) in turn imply C-tightness of {B]N Inen
and {Q].N}NeN for each j € J and of {IN}yen-

That the sequences {( f]f/;\’ Mnen and {(¢;NN)}ney are tight for each j € J follows similarly to the arguments giv-
en in the proof of Kang and Ramanan [11, {emma 6.4] by adding subscripts to account for class and using (24)
and (26) in Lemma 1 in place of Kang and Ramanan [11, equations (2.27) and (2.28)] or Kaspi and Ramanan [12,
equation (5.4)]. Thus, the details are omitted. Finally, suppose that Assumption 5 holds. Then, because f;’ €
C([0,Hy)) and ¢ € Cc([0, H)) for each j € J, {Di(fi’, )Inen and {Sj(c/’, ) }nen are C-tight for each j € J, as noted in
the first paragraph of this proof. Then C-tightness of {( ﬁ,ﬁ?}}NeN and {(gj,ﬁ;.\])}NeN for each j € J follows from (24)

and (26) upon utilizing C-tightness of {TDJN (ff. Nnens {I:Z]N Inens {SJN (/") }Nen, and {I_<]N Inen foreachjeJ.o
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Lemma 9. Suppose that Assumptions 1, 2, and 3 hold. For each je€lJ, the sequences {17]N FNens {ﬁ]N FNens
{DM Inens {AQ;}NeN, {8V new, and {A%}NGN are relatively compact in D(M[0, H;)), D(M[0, Hj)), D(M([0, H}) X R.)),
D(M([O,H]?) X R,)), D(M(][O, H]T) X R,)), and D(M([O,H]f) x R})), respectively.

Proof. The result follows from Jakubowski’s criteria (stated in Section A.1 in the appendix). In particular, by Re-
mark A.1 (stated in Section A.1) and Lemma 8, (J.2) of Jakubowski’s criteria holds for each measure valued pro-
cess. Also, by Lemmas A.3 and A.4 (stated in Section A.3 in the appendix), (J.1) of Jakubowski’s criteria holds for
each measure valued process. [

4.3. Characterization of Fluid Limit Points
Here we prove Theorem 1. For this, we establish the following lemma.

Lemma 10. Suppose that Assumptions 4 and 5 hold and that
V=(Xv,n{,17),B,QR,D,KIDs,D,A;,SA) (64)

is a distributional limit point of {V™}yey, where for each N € N, VN is as in Theorem 2. Then the following hold almost
surely:

1. for each j€ J, T > 0, and m € [0, H;) (resp. m € [0, H})), there exists I:Js-(m, T) < oo (resp. i;(m, T) < o0) such that for
each € € L, [0, H) (resp. £ € L, [0, HY)),

T . T _
/0 (,vju)ydu < L;(m, T)/[O/H;)w(x)ldx (resp./o (¢, m(u))du <Li(m, T)/[O,H;)lf(x)l dx),
2. foralljel], pe Cb([O,H;f) xRy), e Cb([O,H}) XRy),and t >0,
Di(p,t) = Asj(p,t) = ‘/0 (p(-, u)h?(-),v,-(u))du < 00,

S, = Ay, ) = /0 (W), 1, (u))du < oo,

and, in particular, (37) and (41) hold;
3.X,v,neF
4.(E,X,v,n,R,D,K) satisfy (44)-(47);
5. the processes X, {(1,1m), B, Q, R, D, K, I, and Dy, are continuous;
6.foralljeJ, t >0,and x eR,, (1{x},77,-(t)> =0;
7. R satisfies (40);
8.(B,Q,R, D, K,I) are the auxiliary functions for (X,v,n), that is, they satisfy (38)—(43);
9.(X,v,n) is a fluid model solution for E with (X(0),v(0),17(0)) = (X°,v°,1°) that is continuous.

Theorem 1 immediately follows from Lemma 10 as follows.

Proof of Theorem 1. Let (X,v,7) be a distributional limit point of {(X~#N 71N)}yey- Then there exists {N'}, a sub-
sequence of {N}, such that (XN, 9N, V) = (X,v,n) as N’ — oo. Let {VN} oy be as defined in Theorem 2 and con-
sider the subsequence {V/N'}. Let V be a limit point of {V/N'}. Then there exists {N"'}, a subsequence of {N'}, such
that VN = V as N — . So then, because X", V", and ﬁN " are coordinates of VN, it follows that (5(',17,17) is
equal in distribution to (X, v, n). Furthermore, by Lemma 10, X, 7, f]) is almost surely a fluid model solution that
is continuous and has continuous auxiliary functions such that ﬁj(t) does not charge points for each ¢ >0 and
j € J. Hence, the same is true for (X,v,1). O

Proof of Lemma 10. Let {V"},.y be as defined in Theorem 2. Suppose that {N’} is a subsequence of {N} such
that, as N’ — oo, VN = V, where V is given by (64). To ease the notation, we denote this subsequence by {VN}

and invoke the Skorokhod representation theorem so that we may assume that VN — V almost surely as N — co.
We begin by verifying Lemma 10(1). For each j € J, the proof for v; (resp. ;) follows analogously to the proof
of Kaspi and Ramanan [12, lemma 5.16] (resp. Kang and Ramanan [11, lemma 7.4]).
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Next we verify Lemma 10(2). Lemma 5 and the converging together lemma imply that for all
jel, pe Cb([O,H]s») xXRy), Y e Cb([O,H;) xRy), Di(p,-) =Asj(p,-), and Si(¢,-) = As (1, ) for each j € J. Therefore,
it suffices to establish the second equality in each expression. The verification of this can be done by using essen-
tially the same argument given to verify Kaspi and Ramanan [12, (5.49) in proposition 5.17], except with the in-
clusion of subscripts to account for class and using Lemma A.1(1) in place of Kaspi and Ramanan [12, lemma
5.8(1)], Proposition A.1 in place of Kaspi and Ramanan [12, proposition 5.7], and the already established part (1)
of this lemma (Lemma 10(1)) in place of Kaspi and Ramanan [12, lemma 5.16]. Therefore, the details are omitted.

To demonstrate that Lemma 10(3) holds, we must show that (35), (36), and (37) hold almost surely. The fact
that (35) and (36) hold follows from VN — V almost surely as N — oo, (5.2), (13), (15), and (28). The already estab-
lished part (2) of this lemma (Lemma 10(2)) shows that (37) holds.

Next we verify Lemma 10(4). The requirement in (44) that K; is nondecreasing for each j€J follows from
VN — V almost surely as N — oo and that K]N is a counting process for each j € J and N € N (and, therefore, non-

decreasing). The balance Equation (45) holds almost surely from V¥ — V and the system balance Equation (17).
Arguments very similar to those used to establish Kaspi and Ramanan [12, (3.5) for theorem 5.15 (see page 104)]
and Kang and Ramanan [11, (3.11) for theorem 7.1 (see page 51)] also respectively show that Equations (48) and
(49) hold almost surely, which are equivalent to (46) and (47) because (37) and (44) hold (see Remark 1).

Lemma 10(5) follows from the fact that the prelimit processes are C-tight as shown in Lemma 8.

Next we verify Lemma 10(6). Given j€ J, t >0, and x € R,, because 1, is a bounded Borel measurable func-
tion, (47) implies that

1-G( a
<1{x}'77j(t)>= m o=t} 7j
(1 - Gjt- x))(E,-(t —-x) = E;((t - x)—)), if ¥ <t.

%, if x >t¢,

By Assumption 5, the right side is zero in both cases.
Next we verify Lemma 10(7). To facilitate this, for j € J and t > 0, let

Ry(t) = / / (F]u (y)) dyd. (65)

ForeachNeN,jeJ, u>0,and x € [O,H;), let F ]u(x) m(x)/N. Then, foreach NeN,jeJ, u>0,and x € [O,H;),
_ -1 -1
(F]I\;) (x)= (F]I‘L) (Nx). This together with (62) and (63) in Lemma 6, implies that foreach NeN,je J, and t >0,

L u(xN(u- -1
AN @N t) _ / / ] (X ( ))hr( FNu) (y)) dydu, (66)
Fjy (N )
N(Q}V, ) = / / i hr( F;Nu) (y)) dydu. (67)
0 Jo
Similarly to Kang and Ramanan [11, the arguments in the proof of proposition 7.2], we will verify that, forall T > 0,
I\]]lm E[max sup )A t) R; (t)) v max sup ‘A t)—R]-(t)‘ =0 (68)
—o | & [0, 1] te[0

Then (68) together with Lemma 5 and the converging together lemma implies that for each t >0 and j€ J,
3%(@1\' f) and SN (GN t) converge in probability to Rj(t) as N — oco. Also, foreachje Jand t >0, I_{]N (t) converges
to R;(t) almost surely as N — oco. Hence, for each j € J and t > 0, R;(t) = R;(t) almost surely. Because R; is almost
surely continuous (because of C-tightness of {R]N FN-1) and RJ- is also almost surely continuous (because of (65)),
R;j = R; almost surely and (40) holds.
It remains to justify (68). To begin we show that, almost surely, forallj€ J and t >0,
Lim FNGYN () = Lim ER (Y (1-)) = Q). (69)

For this, for Ne N, j€ J, and f > 0, observe that
QN = (Lo TN O) < ENGEY 1) < ENOG (1)) < QN () + Ly AN (),
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Furthermore, note that for NeN, je J,and t >0,

(Lo MY O) < EV((t = 2 (=) — EN(E = ¥ ) v (L T O)),
< sup (EN(u) = EN(u-)) v sup (11,77 (0)).

0<u<t xeR,
Upon letting N — oo and using Assumption 5 and the already established part (6) of this lemma (Lemma 10), it
follows that almost surely, for each j € J and t > 0, the right-hand side of the previous display converges to zero.
Thus, (69) holds. Given that (69) holds, (68) follows by arguing similarly to the proof of Kang and Ramanan [11,
proposition 7.2]. To verify this, for each j € J and u > 0, one should add class-level subscripts, use (66) and (67) in

place of Kang and Ramanan [11, (7.5)], replace the limit of integration Q(N) (u) + f(N)(u) throughout the remainder
of that argument with 1_3]-,1\;()(]]-\’ (u-)) or 15]1\1[()25\] (1)) as appropriate, use the already established parts (1) and (6) of
this lemma (Lemma 10) in place of Kang and Ramanan [11, lemma 7.4] and Kang and Ramanan [11, lemma 7.3]

respectively, and use (69) in place of showing Q(N)(u) +?(N)(u) converges to Q(u) for almost every u > 0. We re-
mark that the fact that E is continuous and the coordinates of 17](.J do not charge points for each j € J makes it possi-

ble to simplify some of the arguments.

Next we verify Lemma 10(8). The already established parts (3) and (7) of this lemma (Lemma 10) imply that
(41) and (40), respectively, hold almost surely. Equations (38), (39), (42), and (43) hold almost surely by (13), (16),
(15), and (19) and the fact that V is the almost sure limit of {V™}yey.

Finally, Lemma 10(9) follows from the already established parts (3), (4), (5), and (8) of this lemma (Lemma 10)
because Assumption 3 guarantees that (X(0),v(0),7(0)) = (X°,1°,1°) almost surely, and from Lemma 2(i). [

4.4. Application of Theorem 1

As previously mentioned, if one has a specific collection of admissible HL control policies that they wish to ana-
lyze, then Theorem 1 can be used as a step toward proving a fluid limit theorem. In particular, the following ad-
ditional steps need to be executed:

(P.1) add policy-specific equations to the stochastic model that uniquely characterize the dynamics;

(P.2) add policy-specific equations to the fluid model and, for a given arrival function E and initial condition
(X(0),v(0),1n(0)), prove uniqueness of fluid model solutions that also satisfy the policy-specific fluid model
equations;

(P.3) prove that fluid limit points of sequences satisfying the assumptions of Theorem 1 and the stochastic
policy-specific equations also satisfy the policy-specific fluid model equations.

Together (P.1)~(P.3) and Theorem 1 imply uniqueness in law of the limits points and thus convergence.

To illustrate this for an established example, consider the static priority policy in Atar et al. [4]. The policy-
specific equations for the N-server queue with static priority control are given by Atar et al. [4, equations (8) and
(16)]: for t > 0,

] ] +
N-> Bl(t)= (N— ZX]N(t)) , (70)
=1 j=1
KN(t) = 1 . dKN(s), 2<ij<]. 71
! “ /[o,t] {Z]iij\](S):O} / ) i< 7

Observe that (5)-(26), (70), and (71) uniquely determine an HL control policy for the N-server queue as in Defini-
tion 1, which we refer to as static priority. Furthermore, for a suitable initial condition, the static priority policy is
an admissible HL control policy as in Definition 3. Thus, (P.1) is accomplished for static priority.

The additional policy-specific equations that static priority fluid model solutions must satisfy are given by
Atar et al. [4, equations (30) and (32)]: for ¢ > 0,

] ] *
1- le Bi(t) = (1 - le Xj(t)) , (72)
J= =

]() ‘/[VO,t] {ZZ%QI.(S):O} ](5) <]<] )
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We refer to fluid model solutions for an arrival function E that also satisfy (72) and (73) as static priority flu-
id model solutions for E. Under the assumption that the hazard rates for each of the reneging distributions
are bounded, static priority fluid model solutions are shown to be unique in Atar et al. [4] (see Atar et al.
[4, theorem 3.1]). Thus, (P.2) is accomplished for static priority.

It remains to verify (P.3). Assume that the hazard rates for each of the reneging distributions are bounded. Let
{YN}yen be a state sequence for an admissible static priority HL control. Then (55) holds. Suppose that Assump-
tion 1 holds for some E that is continuous and that Assumption 3 holds for some n° such that 17;.) does not charge
points for all j € J. Then Assumption 5 holds. Further suppose that Assumption 4 holds. Hence, by Theorem 1,
{(XN N 3N)}yey is tight and any limit point is a fluid model solution almost surely. Fix a limit point (X,v,7). In
order to complete (P.3), we must show that (X, v, 1) also satisfies (72) and (73). That (X, v, n) satisfies (72) follows
by applying the Skorokhod representation theorem to assume that the subsequence converges to (X,v,1) almost
surely and using the fact that YN satisfies (70) for each N € N. So it suffices to verify (73). This is done within the
proof of Atar et al. [4, theorem 4.3] in the slightly more restrictive setting where the prelimit arrival processes are
renewal processes with interarrival distributions that have densities and such that the limiting arrival function E
satisfies E;(t) = A;t for each class j € J and some A € (0,00). They also assume that Gj is strictly increasing, where

L:=inf{j: Zﬁ::l Aim; > 1} is the index of the class that could be partially served, if such an L exists. The approach
there using an appropriately chosen Skorokhod mapping problem can be carried out under the less restrictive as-
sumption that E is continuous, as assumed here. So (X, v,n) satisfies the policy-specific Equations (72) and (73)
and (P.3) holds. This together with the fact that {(XN#N7N)}yey is tight and all fluid limit points of
{(XN 3N qN)}yen are fluid model solutions implies that all fluid limit points of {(X™ #N,7N)}yey are static priority
fluid model solutions for the arrival function E. Hence, assuming that / is bounded for each j € J, convergence
follows from (P.2).

We anticipate that such a program could be followed for many admissible HL policies of interest. In Section 5,
we give a second illustration for an admissible HL control policy not previously studied.

5. Weighted Random Buffer Selection

In this section, we follow the program outlined in Section 4.4 to study a subset of admissible HL control
policies that we refer to as weighted random buffer selection policies. We begin in Section 5.1 by formally
defining WRBS policies. The policy-specific equations for the stochastic model are given in (74) and (75). In
Section 5.2, WRBS policy-specific fluid model Equations (77) and (78) are added to the fluid model equa-
tions to specify WRBS fluid model solutions. The main result for WRBS fluid model solutions is the unique-
ness result stated as Theorem 3 in Section 5.2.2. We also show continuity properties of WRBS fluid model
solutions in Lemma 11 in Section 5.2.1 and characterize the invariant states of the WRBS policy class in
Theorem 4 in Section 5.2.3. In Section 5.3, we state and prove the final result of this section, Theorem 5,
which is a fluid limit theorem for WRBS policies.

5.1. Weighted Random Buffer Selection Policies
Fix weights p; > 0 with Z}]'=1Pj =1.ForieN, letj; be the unique j € J such that

-1 i

Z Pk < dN < Zpk

k=1 k=1

Then {j;};cy is an ii.d. sequence of random variables such that P(j; = j) = p; for each j € J. Whenever a departure
occurs, the next random variable in the list {7}y is used to randomly select a customer class or buffer. Specifi-
cally, if u > 0 is such that DY (u) — DY(u—) = 1 > 0, then there is a departure at time u and the value of the random
variable ]ng @ determines which class should send its HL customer into service, if possible. Note that if that class

Jpn ) has no customers in queue at time u, it cannot send a customer into service. In this case, a class | nonidling
z

condition is enforced. In particular, if DY(u) - DY (u=) =1, i, w=J<Jand Q'(u~) = 0, the class | HL customer
enters service, if possible, that is, if Q}\] (u—) > 0. In addition, class | customers that arrive to find an idle server im-
mediately enter service, which prevents the system from getting stuck in the set of states with no customers in
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service. Then, K is the vector of counting processes such that for all t > 0,
¢
K¥ity= [ 1 {

o —i ON(y—
]Dg(m_j’Qf (u-)=1

}deg (u), forl<j<], (74)
+

Mo =(Mo - o) - (75)
Equation (75) enforces that class | is not allowed to hold customers in queue if there is an idle server. In particu-
lar, it is equivalent to (32) for J = {]}.

The selection of the weights p;,j € J is important to prevent overserving class ], because of (75). In Section
5.2, where we discuss WRBS fluid model solutions, we include a result showing the relationship between the
invariant states discussed in Section 3.3 and how to choose the weights p;,j € J, so as to achieve a given invari-
ant state (see Section 5.2.3). From that perspective, the fact that classes 1 <j <] may hold customers in queue
when servers are available is for mathematical convenience. Indeed, allowing such idleness facilitates the rep-
resentation of the queue-length process using the regulator mapping given in Section 3 in Definition 7, which
is important for proving the uniqueness of WRBS fluid model solutions in Section 5.2.2 and weak convergence
in Section 4.3.

Equations (74) reflect the description of the WRBS dynamic given above for j < J. The remainder of the dynam-
ics of WRBS described above result from combining (74) with (75). To see this more explicitly, assume that (74)

and (75) hold. Then upon adding (19) over j € J, solving for K}\’ (), adding and subtracting N on the right side
and replacing the relevant terms with I¥(0) and IV (t), and using (74), we obtain that for ¢ > 0,

t J-1
N(py N
K] (t)_/01{Q[N(u_)21} ;]1 o +1 o dDY (u)
= ]D‘[:](u)_]/ Q]- (u—)=0 ]Dr‘yw)_]
t J-1 N
+ [ 1 1 +1 dDy (1)
QV(u-)=0| 4 z
0 { W } j=1 {jz)§f<u>_j’ Q].N(u—)—O} {fl)g(,,rf}

+IN0) - IN(t).

Next express IV —IN(0) as the difference of two nondecreasing, nonnegative functions IYY and IV so that IN(t) —
IN(0) = IN(t) — IN(¢) for all ¢ > 0. Note that the number of idle servers may increase only at the time of a departure.
This triggers an attempt by WRBS to send a new customer into service. Hence, the second term on the right side
of the above is then I(t). Thus, for t > 0,

J-1

t
N —
K] (t) _‘/O‘l{Q;\](u_)Zl} le N . AN +1 i
J= ]Dg(u)zjl Qf (u—):O ]

} dDN (u) + IV (t). (76)
]

Dlg(u) -

The first term on the right side of (76) captures class | customers entering service because of a departure event for
which WRBS chose class | or a class that had no customers in queue, but class | had at least one customer in
queue. Further, observe that the number of idle servers can decrease only at moments of arrivals and ,in the case
of WRBS, only at jump times of E?’ . However, because of (75), I increases at time u if and only if Efl (u) -
Ef'(u=) >0 and Q)(u~) = 0. For such a time u, IN(u) - IN(u—) = min (N — N (u~), E}'(u) — E}(u~)). Thus, the sec-
ond term corresponds to the dynamic described above whereby class | arrivals enter service upon arrival if there
are idle servers.

Let P denote the set of all p = (p1, ..., py) with p; > 0 for each j € J and ZLl pj =1, so that p is a probability mea-
sure on J. We refer to members of P as weighted random buffer selection policies. We refer to p € P as WRBS pol-
icy p. Observe that the state space for WRBS policies is given by Y?}}, which we write as Y}V to ease the notation.

5.2. Weighted Random Buffer Selection Fluid Model Solutions
Weighted random buffer selection fluid model solutions are fluid model solutions that also satisfy fluid analogs
(74) and (75).
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Definition 6. Given an arrival function E and p € P, a fluid model solution for E and the WRBS policy p is a fluid
model solution (X, v,n) for E such that foreach1 <j<Jand 0<s <t < oo,

t t
pj / Liga>0ydDx (1) < Kj(t) = Ki(s) < p; / dDx (1), (77)
S S
and

I(t) = (I() - Qy(1))". (78)

The two inequalities in (77) are used in lieu of a direct fluid analog of (74) because they are easier to work with in
the analysis. A more direct fluid analog of (74) is developed in Section 5.2.1 when the arrival function is absolute-
ly continuous. A uniqueness result is developed in Section 5.2.2 (see Theorem 3).

5.2.1. Continuity Properties of WRBS Fluid Model Solutions.
Lemma 11. Suppose that p € P, E is an arrival function, and (X,v,n) is a fluid model solution for E and WRBS policy p.

i. If E is continuous, then (X, v,n) and each of the auxiliary functions are continuous.

ii. If E; is absolutely continuous with density A;(-) for each j € J, then the coordinates of the function X and the coordinates
of each of the auxiliary functions (38)—(43) are absolutely continuous with respect to Lebesgue measure. Moreover, for each 1 <
j<Jandt>0,

t
Ki() = /O (4100 A py0)1 (0 0120} + P10 (g 001 s (79)
where 0 is the density of Dx.

Proof. First note that, by (40) and (41), R; and D; are absolutely continuous for each j € J. Then, Dy is absolutely
continuous. Consequently, by (77), K; is absolutely continuous for each 1 <j <J. And so, by (42), it follows that B;
is absolutely continuous for each 1 <j </J.

In order to prove (i), by Lemma 2(i), it suffices to show that K; is continuous when E is continuous. Similarly,
in order to prove the first part of (ii), by Lemma 2(ii), it suffices to show that Kj is absolutely continuous when E;
is absolutely continuous for each j € J. Suppose that E; is continuous (resp. absolutely continuous) for each j € J.
Then, by (45), X; is also continuous (resp. absolutely continuous) for each j € J. Observe that by rewriting (78) as

+
I(t) = (1 - 25;11 B;(t) - X](t)) for all ¢ > 0, it follows that I is absolutely continuous (resp. absolutely continuous).

Then, by (43), B; is continuous (resp. absolutely continuous); in turn, by (42), K; is continuous (resp. absolutely
continuous). Thus, (i) and the first part of (ii) hold.

Suppose that E; is absolutely continuous for each j € J. To complete the proof, we must verify that (79) holds.
Fix 1<j<] and let x; denote the density of K, It suffices to show that x;(t)= ()\j(t)/\ pjé(t))l {Q =0}
+p;o(t)1 (Q (>0} Lebesgue almost every ¢t > 0. Let t > 0 be such that Q;(t) > 0. Then, because of the continuity of
Qj, there exists a time interval (a, b) such that t € (a,b) and Q;(s) > 0 for all s € (a,b); and (77) implies that «;(s) =
p;o(s) for almost every s € (a,b). Next consider the set Z = {t > 0: Q;(t) = 0}, and let t € Z be a time at which deriva-
tives of Q;, E;, R;, and K; exist and are equal to their densities (which holds for Lebesgue almost every s € Z be-
cause of the absolute continuity of Q;, E;, R;, and K;). From (45), (39), and (42), Q;(t) = Q;(0) + E;(t) — R;(t) — K;(t)
and from (40) and Q;(t) =0, %Rj(t) =0.So

0= 1) -0,

Because Q; is nonnegative and t € Z, Q;(t) must be a minimum, so £Q;(t) = 0, which implies x;(t) = A;(t) < p;o(t).
This, together with (77) implies that x;(s) = A;(s) < p;0(s) for Lebesgue almost every sin Z.

Remark 3. The proof of Lemma 11 suggests that A;(-) Ap;0(-) can be replaced with A;(-) in (79). However, we
require A;(-)Ap;6(-) in (79) in order for the dynamics to be uniquely determined (in which case, either
(78)~(79) or (77)—(78) can be used to specify the WRBS policy equations when E; is absolutely continuous
for eachjeJ).



Puha and Ward: Fluid Limits for Multiclass G/GI/N+Gl Queues
Mathematics of Operations Research, Articles in Advance, pp. 1-37, © 2021 INFORMS 29

5.2.2. Uniqueness of WRBS Fluid Model Solutions. In this section, we state and prove a uniqueness result con-
cerning fluid model solutions. Specifically we prove the following.

Assumption 6. For each, j€ ], hjr- is bounded.

Theorem 3. Suppose that E is an arrival function, p € P, and Assumption 6 holds. Let (X,v,n) and (X,¥,7) be fluid model
solutions for E and the WRBS policy p such that (X(0),v(0),n(0)) = (5((0),17(0),17(0)). Then (X,v,n) = (5(,17,17).

The overall approach to proving Theorem 3 is similar to the approach used to prove uniqueness in Atar et al.
[4] for static priority. In Atar et al. [4], they introduce a Skorokhod problem. Certain functionals of fluid model
solutions operating under a fluid analog of static priority solve this Skorokhod problem. Uniqueness and Lip-
schitz continuity properties of solutions to this Skorokhod problem are leveraged to prove uniqueness of fluid
model solutions operating under a fluid analog of static priority. It is not surprising that the same functionals of
WRBS fluid model solutions do not necessarily solve the Skorokhod problem in Atar et al. [4] corresponding to
static priority.

In order to prove the uniqueness theorem for WRBS, we specify a different Skorokhod problem (see Definition
7). Then we state and prove suitable uniqueness and Lipschitz continuity properties satisfied by solutions of this
Skorokhod problem (see Lemma 12). Next, we observe that certain functionals of WRBS fluid model solutions solve
this Skorokhod problem. Upon applying the Lipshitz continuity properties to WRBS fluid model solutions, we ob-
tain Lipschitz continuity properties for WRBS fluid model solutions (see Lemma 13 and its proof). Once this is ac-
complished, the proof of Theorem 3 follows similarly to the proof of Atar et al. [4, theorem 3.1] upon using Lemma
13 in place of Atar et al. [4, proposition 3.3]. This part is straightforward to verify, and so the details of this
are omitted.

That Assumption 6 holds is a hypothesis of both Atar et al. [4, theorem 3.1] and Theorem 3. The uniqueness
proof in the multiclass case seems to require a fundamentally different approach than that given in Kaspi and
Ramanan [12] for the single-class case, which does not require Assumption 6.

To begin, suppose that E is an arrival function and p € P. Let (X,v,n) be a fluid model solution for E and the
WRBS policy p. For t > 0, define

J-1
Kx(t) = > Ki(t) = Ke(t) = Ky 8).
i=1
Note that K is not part of the summation Ks. Then, by (42) and (43), for t > 0,

Kx(t) + Kj(t) = Kz (£) = B(t) + Dx(t) = Bx(0) = 1(0) + Dx(t) = I(#).

Hence, forall t > 0,

Kj(t) +I(t) = 1(0) + Dx() = Kx(b).
Further, by (45), (39), and (42), forje Jand t >0,

Qi(t) = Q;(0) + E;(t) — R;(t) — K;(t).

Combining the two previous displayed equations yields that, for each t > 0,

Qy(t) = I(t) = Q;(0) = I(0) + E;(t) — R;(t) — D= (t) + Kz ().

For t > 0, set Q;(t) = Q;(t) for 1 <j < J and Qj(t) = Qj(t) — I(t). Then, for each t > 0,

Q)(t) =Q)(0) + Ei(t) = Ri(t) - piDs(H) + (D) = Ks(),  for1<j<, (80)
J-1

Q)(t) =Qy(0) + E;(t) = Ry(t) = pyDx(t) = 2 (piDs(H) = Ki(h)). (81)
i=1

By (78),Q" = Q andQ; = I. Therefore, uniquely solving these equations forQ, uniquely specifies Q and I. Second-
ly, for each 1 <j <], it follows from (77) that p;Ds. — K is nondecreasing and increases only when Q; is zero.
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This motivates the consideration of a Skorokhod problem as follows. The domain of this Skorokhod problem
isH, = R]Jr_l X R. The reflection matrix M € R/~ is given by

1 0 0 0
0 1 0 0
m=[ 9 0 0
o o o - 1
-1 -1 -1 - -1

In particular, for 1 <j <], the /" column of M is denoted by M; e R and is given by M;; =1, M;; = -1, and M;; =
Oforl1<i<]Jandi#j.

Definition 7 (SP (H.)). Let C € D(R]). Then (y,v), where y € D(R{:l X R) and v € D(Rﬂ‘l), are said to solve SP(H.,)
for C if

1.y =C+ My,

2.y(t) eH, forallt >0,

3. v; is nondecreasing and /0 l{),/(s)>0}dvj(s) =0foralll1<j<].

Lemma 12. Given C € DSR] , SP(H.) has a unique solution (y,v). Furthermore, for any ¢ Ce D(R] ) with respective
unique solutions (y,v) and (7,0) to SP(H,) and for any t > 0,

-1 = i
2 llop =il < 211G = Cill, (82)
j=1 j=1

] ] i
21“7]'_77]'”:& SSEHC]'_C]‘”r (83)
= =

Proof. For each 1 <j <], observe that y; = ; + vj, where y; > 0 and v; is nondecreasing and increases only when y;
is zero. For each 1 <j < J, this is a one-dimensional Skorokhod problem with unique solution

0= [sup -c19)

]_

Therefore, for 1<j <], v; is uniquely determined by (; and consequently so is y;. Because y; =(; - Z]»:%v]- is

uniquely determined by (; and v, uniqueness follows.

Given (,{ € D[R] with respective unique solutions (y,v) and (7,?), by the properties of the supremum func-
tion (e.g., see Whitt [21, lemma 13.4.1]), for each 1 <j <] and t >0, |lv; — 3|, < IC; — ij”t' Then, for each 1<j <]
and t >0, |ly; =71l <2IIg; - éj||t. Hence, for each t > 0,

. 2 / .
Iy =7l < ISy = Gille + 2 Moy = Bl < 211G = il
=1 =1

Therefore, (82) and (83) hold. O

In light of the existence and uniqueness of solutions to SP(IH. ), we make the following definition.
Definition 8. Let T': D(R’) - D(RL—1 x R) and Y: D(Rf) - D(R/;l) be given by (I(0), Y(0)) = (7, v), where (y,v)
uniquely solves SP(H., ) for C € D(RI )

Suppose that E is an arrival function and p € P. Let (X, v, n) be a fluid model solution for E and the WRBS poli-
cy p. Fort >0, let

Z(t) =9(0) + E(t) — R(t) — pDx(¥). (84)
Also, for1<j<Jandt>0,let
Uj(t) = p;Dx(t) — Kj(#). (85)

Then by (80), (81), and the remarks immediately below those equations I'(Z) =Q and Y(Z) = U, that is, @, U)
uniquely solves SP(H ) for Z.
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Given an arrival function E, p € P, and two fluid model solutions (X, v,n) and (X, 7,1) for E and the WRBS policy
p,forH=X,B,Q,D,K,R,[,Q, or Z and H= X,B,Q,D,K,R,f,@, or Z,let AH = H — H. Observe that for all t > 0,

1AQII = 1497 II; < 120, (86)
Thus, similarly to Atar et al. [4, proposition 3.3], we have the following lemma:

Lemma 13. Let E be an arrival function and p € P. Suppose that (X,v,n) and (X, 7,1) are fluid model solutions for E and
the WRBS policy p such that (X(0),v(0),1n(0)) = X (0),7(0),7(0)). Then, there exists ¢ > 0 such that for each
t20, lAQIl; < c (IARIl; +[|ADI|,)-

Proof. We have (I'(Z),Y(Z)) = @,U) and (T(Z),Y(Z)) = @,U). By (86) and Lemma 12, for each t >0, [JAQ||; <
14|, < 3|AZ]|, = 3(||AR]|, + |AD|l,). Thus, the result holds. [

Proof of Theorem 3. The result follows similarly to the proof of Atar et al. [4, theorem 3.1] by using Lemma 13 in
place of Atar et al. [4, proposition 3.3]. The details of this are omitted. O

5.2.3. Invariant States for Weighted Random Buffer Selection. For time homogeneous systems where E = A for
some A € (0,00), the set of invariant states for the (nonpolicy specific) fluid model was discussed in Section 3.3.
By Proposition 1, B(A) given by (53) is in one-to-one correspondence with the set of (nonpolicy-specific) invariant
states for the arrival function A; for b € B(A), b; corresponds to the proportion of server effort to be devoted to
class j for the fluid model solution that is identically equal to the corresponding invariant state. The next result
specifies the subset of B(A) that is in one-to-one correspondence with the set of invariant states for
WRBS policies.

Theorem 4. Suppose that A € (0, o) and that for each j € J, m; = / i1 Gs(x)dx <o, mj} / i1 G’(x)dx < oo and G’

is strictly increasing with inverse (G]?) , where by convention (G]f) )= Hj. Let B(A) be as in Proposition 1, recall that
py = Aymj and define

B]()\) = {b eB(A): by = min(p],l - ]_Zlbk)}
k=1

Given b € Bj(A), let p(b) € P be given by
b]/m]s
pi(b) = = foreachje]. (87)
k=1 Dr /1

For b e By(A), (X*,v*,1*) defined as in Proposition 1 is an invariant state for the arrival function A and WRBS policy

p(b). Conversely, given p € P and an invariant state (X*,v*,n") for the arrival function A and WRBS policy p,
then B* € Bj(A).

Before proceeding with the proof, we make an observation. For A € (0,00)] , (87) in Theorem 4 specifies how to
select the weights p; for j € J to achieve any allocation of server effort b € Bj(A) feasible by a WRBS policy. For the
reader interested in nonidling policies, the corresponding allocations of server effort achievable by some WRBS
invariant state for the arrival function A are the same as those for the (nonpolicy-specific) invariant states, for the
arrival function A and given by

{beIB%](A) b —mm(l ZAm)} {beB(A) b —mm(l Z/\m)}

j=1 j=1

Proof of Theorem 4. Suppose that b € Bj(A). Then b € B(A) and (X*,v*,n) as defined in Proposition 1 is an invari-
ant state for the arrival function A. Let p(b) be given by (87) and let (X, v, n) denote the function that is identically
equal to (X*,v*,n"). Then (X, v,n) is a fluid model solution for the arrival function A and it suffices to show that
(X, v,n) satisfies (77) and (78) in order to conclude that (X,v, 1) is a fluid model solution for the arrival function A

and WRBS policy p(b). By (41) and (42), Kj(t) = D;(t) = %t for all t >0 and j € J. Thus, Dyx(t) = (Z )t for all
]
t > 0. Hence, K;(t) = pj(b)Dx(t) for all t > 0 and j € J and (77) holds for p = p(b). Also, because b € Bj(A) and B;(t) =
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bj forallt >0 and j € J, we have

-1
J-1 1—Zbk—p], if b] Z‘D],

I(t) = 1_Zbk_b]= k=1 -1
= 0, by =1- > b

k=1

Because Qj(t) = g;(by) for all t > 0, where g;(b)) is given by (54) and g;(p;) = 0, (78) holds.

Conversely, suppose that (X*,v*,1") is an invariant state for the arrival function A and some WRBS policy
p € P. Then (X*,v*,1") is an invariant state for the arrival function A and (X*,v*,1*) are as given in Proposition 1
with b = B*, where B; = (1,1/}.‘) for all j € J. Let (X,v,n) denote the fluid model solution for the arrival function A
and WRBS policy p that is identically equal to (X*,v*,n*). Because of Proposition 1, b € B(1) and we must show
that beBj(A). This follows from (78) because B;(t)=b; for all t>0 and je€J, Qj(t)=q(by) for all t>0
and g;(p;) =0. O

5.3. A Fluid Limit Theorem for WRBS Policies

Theorem 5. Suppose that p € P and {YN}yey is a sequence of fluid scaled state processes for WRBS policy p. Further
suppose that Assumptions 4 and 5 hold and that (X,v,n) is a distributional limit point of {(X™ N iN)}nen. Then
(X,v,n) is almost surely a fluid model solution for E and the WRBS policy p such that (X(0),v(0),1(0)) = (X°,+°,1°). In
addition, (X,v,n) and the auxiliary functions are continuous and n(t) does not charge points for all t >0 and j € J, al-
most surely. Moreover, if Assumption 6 also holds, then the law of (X,v,n) is unique and (XN, 9N, 7N) = (X,v,1)
as N — oo,

Proof. Because {(XN,vN,nV)} satisfies (55), Theorem 1 implies that {(X",#",7")} is tight. Suppose that {N’} is a
subsequence of {N} such that ()_(NI,T/N "Ny = (X,v,n) as N’ — 0. By Theorem 1, (X, v,1) is, almost surely, a fluid
model solution with initial value (X(0),v(0),7(0)) = (X°,1°%,1°) that is continuous and has continuous auxiliary
functions and such that nj(t) does not charge points for any ¢t >0 and j € J. It remains to show that the WRBS
policy-specific Equations (77) and (78) hold.

Let {VN}yey be as defined in Theorem 2 and suppose that V is a limit point of {Y_/N/}. Then, because Theorem 2
implies that {V N}y is tight, there exists a further subsequence {V/N "} such that {VN"} converges to V. Because
{(XN”,VNN,UN “V}is a subsequence of {(XN',vN',nN)}, it follows that (X,7,) is equal in distribution to (X, v,1).
LetV=(E X,v,n,(1,7),B,Q,R,D,K, I, DZ,D,AS,S,A,), where E is the limiting arrival process, (B, Q,R, D, K,I) are

the auxiliary functions for (X,v,1), D s = Z}:le and (D, A, S, A,) are defined as in Lemma 10(2) using v and 7.

Then V is equal in distribution to V; by invoking the Skorokhod representation theorem, without loss of gen-

erality, we may assume that {VN"'} converges to V almost surely. That Q; and I satisfy (78) follows from this
and (75).

It remains to verify that (77) holds. To ease the notation in what follows, we henceforth assume that {VN} con-
verges to V almost surely by relabeling the subsequence if necessary. We begin by showing that certain functions

of the prelimit processes solve SP(H,). For each NeN and t>0, let Q}V )= Q]N (#) if 1<j<] and
Q(t) = QN(t) = IN(¢). Then, for each Ne Nand t > 0,
QY () =90} (0) +EN(B) ~RN() ~KN(t),  for1<j<],

J-1
ON(H=0N(0)+E} (1) - R} (1) + PN SIORENCE
<

The first of the two equations above is simply (20) with fluid scaling. To obtain the second, sum (19) over j € J;
solve for K\; use (16) to replace Bf with N —IN and BY(0) with N — IN(0); substitute the resulting expression for
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K}V into (20) with j = J; simplify and apply fluid scaling. Foreach N€N, je J,and t > 0, let

t
Yo finsi =1 =0} P

20 =0} O+ Ef 0 -RY( - [ !y

. _ 4Dy (w).
]Dg’(u)_]}

Then, by (74), for NeN,1<j<J,and t >0,
—_ t _ —_
KX (1) = / 1 4D (w) - Uy ().
0 Vp¥w =
It follows that, for Ne Nand t > 0,
_ _ _ _ _ i
Qi (=2 +Uj(h, forl<j<] and  Qf(t)=Z(t)— > UN(®.
=1

Note that foreach NeNand1<j <], U}V is nondecreasing. In addition, foreach Ne Nand 1 <j <],

[ 1{Q;\](H)>O}du] (14) - [ 1{Q/N(u)>0}1{]z)g(u) = er]I-\](Z/l—) — O}dDZ‘ (u) =0,

almost surely, because if u is a departure time, then Q]N (u—) =0 implies QJN (u) = 0. Hence, for each N€N,
@Y, U") uniquely solves SP(H.) for ZN, that is, (Q~, U") = (T(ZN), Y(Z")).
ForjeJand t >0, let

2 _ &i(Nt
t) = 2] (1{f:=f} —Pj) and &N(t) = - — ),

i=1

Then, foralljeJand t >0,
ZN(H =0M () + Y () - R (1) - (£,8°DY () - DY (1), (88)
RN = (st°ng )(t) +p, DY () - TN (b). (89)

LetQ;=Qj for 1<j<] and Qj = Q;—I; and define Z as in (84). Then, because limy_e VN = V almost surely,

limNHooQ_N =0 almost surely. In addition, because of the functional strong law of large numbers, limN—>ooéjI'\7 =0

almost surely for each j € J. This together with limy_,. V" = V almost surely implies that limy—,c E']N o D;f =0 for

each j € J. The above together with (88) implies that limy_,..Z" = Z almost surely. Then, by the continuous map-
ping theorem, almost surely,

lim (QN,UN) = 151310 (T(ZN), Y (ZN)) = (T(2),Y(2)).

N—oo

Hence,Q =T'(Z). Set U = Y(Z). Then, for each 1 <j <], U, is a nonnegative, nondecreasing function that can only
increase at times t when Q;(t) = Q;(t) = 0. Also, because of (89), for each 1 <j <], limN—>ooI_<]I'\] = p;Dx — U; almost
surely. Therefore, foreach 1 <j <],

Kj=pDe - U (90)
and soforeachl1<j<Jand0<s<t<oo,

t
K](i’) - K](S) < / p]dDg(u) (91)

The potential times of increase of U; and (90) imply that forall 1<j<Jand 0 <s <t < oo,

t t
Uj(t) = Uj(s) = / Lgu=oydU(u) = / 1{Q;(u):0}(deDE(”)_dKJ'(”))-
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For each 1 <j <], the function K; is nonnegative and nondecreasing because f(}\’ is for each N € N. Hence, for
eachl<j<Jand0<s<t<oo,

t
L)~ U9 < [ gDz ©2)

Then, forall1 <j<Jand 0 <s <t < oo, (90) and (92),

K;j(t) = Kj(s) = / pidDx(t) — (Uj(t) — Us(s)) = Pj/ Liq a>0ydDx(u). (93)

The inequalities (91) and (93) show that (77) holds. Thus, the limit point (X,v,7) is a fluid model solution for E
and WRBS policy p.

Finally, if Assumption 6 holds, then Theorem 3 implies that the fluid model solutions of every convergent sub-
sequence have the same law, which, together with the tightness of {(X",7",7N)}, completes the proof. O
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Appendix. Verification of Tightness
Here we summarize how to extend various components of the tightness argument given in Kang and Ramanan [11] for the
single-class, nonidling mS any server queue to the multiclass many-server queue with control setting.

A.1. Criteria for Tightness
In the real valued setting, we have Kurtz’ criteria (see, e.g., Ethier and Kurtz [8, theorem 3.8.6 and remark 3.8.7]).
A.1.1. Kurtz’ Criteria. A sequence of processes {HY Jney With sample paths in D(R) is relatively compact if the following
two properties hold:

(K.1) For all rational t > 0, limy—cosupP(HY (t)| > M) =

(K.2) For all rational ¢ > 0, there exists ¢ > 0 such that lim._osup,E[|[HN(t + &) - HN(1)|'] = 0

In the measure valued setting, we have Jakubowski’s criteria (see, e.g., Jakubowski [10, theorem 4.6]).
A.1.2. Jakubowski’s Criteria. A sequence {n} c D(M(S)) of random elements defined on (Q,.F,P), where S is a Polish
space, is tight if and only if the following two conditions hold:

(J.1) For each T > 0 and ¢ > 0, there exists a compact set K, C M(S) such that

lilr\]n inf [P’(nN(t) € Kreforall te|0, T]) >1-e¢.
(J.2) There exists a family F of real-valued continuous functions on M(S) that separates points in M(S) and is closed under ad-
dition such that for every F € F, {F(tN (1)) : u € [0, 00)}yey is tight in D(R).
Remark A.1. Given H € (0, 0], let
Fi(H) = {F :3dfe Cg([O,H)) such that F(u) = (f, ) Yu e M[O,H)},
F»(H) = {F:3 f € C/'([0,H) x R.) such that F(u) = (f, u) Yu € M([0,H) X R)}.
Then, F1(H) and F,(H) are families of real-valued continuous functions on M[0, H) and M([0, H) X R, ), respectively, that sep-

arate points and are closed under addition.

A.2. Preliminary Estimates for Verifying Tightness
The main goal of this section is to establish the next lemma, which is analogous to Kaspi and Ramanan [12, lemma 5.8]
and used to verify tightness in the next subsection.

Lemma A.1. Suppose that Assumptions 1 and 3 hold and for each j € J,

PN ~ 7N} |=
lim sup | (Lo, 7NO)| =0 and ly sup | (1napy 71¥(0))] = 0. (A1)
In addition, suppose that for j € J such that H; < co (resp. H} < o),
1-Gi(m)

lim sup E|{ 119, (-)——L—,7N(0))| = A2
wif P < tom)(*) 1-G() ( )> (A2)
resp. lim sup E|{1 () Gjm) 1 (0) (A.3)

P- mtH; Np (0m ) Gr() ’ :

Then, for each j€ ] and t > 0, the following hold:
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1. We have
t t
lim sup E <1 shﬁNu>du =0 and lim sup E <1 vh'Nu>du:0.
mTH; Np b (m,H/,) adi ( ) mTH/' Np b (m,H/.) /77] ( )

2.Forpe Cb([O,H?) XRy)and € Cb([O,H;) X R,),
lim lim sup E[Aﬁj(qa,t +8) - A (e, t)] =0, lim limsup IE[T)]N (p,t+6) - DN(p, t)] =0,
N—ooo N—ocoo
. . =N _ aN _ : : N S N =
lim lim sup E[ A7 1+8) = A}y, 0] =0, lim limsup B[St +0) -8V, ] =0,

3. Given m < H (resp. m < HJ) and a sequence {H,},ey of Borel subsets of [0,m] with Lebesgue measure converging to zero as n — oo,
we have

sup lei\l]j(lﬁn,u) =0).

O<u<t

=N
sup A, (13, u)

0<u<t

lim limsup E

=% Nooo

=0 (resp. lim limsup E
n—o00

N—ooo

The proof of Lemma A.1 is nearly identical to the proof of Kaspi and Ramanan [12, lemma 5.8] as given there, with the
addition of class-level subscripts, where one follows the comments in Kang and Ramanan [11, remark 5.2] to address reneg-
ing. That proof uses Kang and Ramanan [12, lemma 5.6 and proposition 5.7]. To facilitate this, we state and verify analogs
of those results applicable to the present setting.

First, we state and prove Lemma A.2, which is a version of Kaspi and Ramanan [12, lemma 5.6] adapted to the present
multiclass setting with reneging and control.

Lemma A.2. For NeN, t >0, and je J,

lim IE[D].N(t +0)— D]N(t)] =0, (A4)
lim E[S}V(t +8) =5V (t)] =0. (A5)

In addition, for NeN,t>0, jeJ, 0<6<H;, and me [O,H]? -90),
2_)}\](1[1114-6,}[/?)/ t+0) - @fy(l[mw,H;), ) < <1[m,H/5.)/17]N(t)>~ (A.6)
Similarly, for NeN, t>0,je]J, 0<6< H]?, and m € [O,H]? -90),

S]I'\](l[rerré,H]T)rt + 6) - S]I‘\I(l[m+6,H;)/ t) < <1[m,H]’)r T_]]N(t)> (A7)

The proof of (A.4) is similar to the proof of the analogous statement in Kaspi and Ramanan [12, lemma 5.6] but requires an ad-
aptation that we develop in the proof of Lemma A.2. For the single-class queue, the generalization to the case with reneging is
discussed in Kang and Ramanan [11, remark 5.2]. Although the statements for the potential reneging process are exactly analo-
gous to the statements for the departure process, the proofs of the two are different. Therefore, we have taken the opportunity
to clarify that in the proof given here as well. Finally, we remark that in (A.6) and (A.7), we have omitted the conditional ex-
pected value and the renewal function term because they are not needed, which is also justified in the proof given below.

Proof of Lemma A.2. The proof of Kaspi and Ramanan [12, lemma 5.6] applies in the single-class case and requires one to
consider a modified system that provides a bound on the total number of departures in a short time interval. A modification
of this is needed to carry out the proof in the present setting. For this, fix NN, je J, and f € [0, T]. In the multiclass setting,
the original system and modified system have the same state at time t, except that in the modified system the class j queue
length is taken to be infinity and any server that is idle at time ¢ in the original system begins serving a class j customer at
time t. The modified system evolves from time ¢ in a nonidling fashion with priority to class j. For i€ J, x € [0,H;), and

0>0, let D]{Vj(é | x) be the number of renewals in a delayed renewal process with interarrival distribution st» and initial delay
distribution G . Then, for i € J, x € [0, H}), and 6 >0, IE[DNﬁ(é | x)] < Ujs-(é), where Ui is the zero delay renewal function, which
is given by U;(x) = ZZO:O(GJS-)(W)(X), for all x€R,, where for xeR,, (G]s.)(*o)(x) =1 and (G]s-)(*”)(x) = /(’:G;(x—y)g]-(y)dy for
n € N. Hence, as in Kaspi and Ramanan [12, (5.30)], one obtains that for 6 > 0,
J
- - <N _ = <N
E[DN e+ 5) - DY®) |7} < S{EID)0 1)1, 7Y0) + 1M OEID} 010 < Ujo). (A8)

As in the proof of Kaspi and Ramanan [12, lemma 5.6], limb\O]E[D]’-\’(t+5)—D]’-\’(t)|.7-'ﬁ\] =0 because for each ie€],

limé\Q<E[Dﬁ(6 | -)],ﬁf\’(t)> =0 by bounded convergence because E[D;;(8]x)] \, 0 as 6 \, 0 for all x € [0, Hf) and U3 (0) is finite for
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all 6 > 0 and nondecreasing. Then (A.4) follows by a second application of bounded convergence applied to E[E[D/N (t+06)—
DN() [ F Tl as 6\, 0.
The proofs of (A.5), (A.6), and (A.7) do not require the use of a modified system. In particular, by considering separately

customers that arrive to the original system during the time interval (¢,¢ + 0] and customers in the original system at time ¢,
we obtain that for 6 >0,

H! G7(x +0) — GN(x)
i j

E|3N(t+0) - 5}"(t)|]-'f’] < IE[E]N(t+6) —E]N(t)]c;(é) + /O e AN ().
For each x € [0,H}) and 6 > 0,
Gl(x+6)—GN(x Gi(x+06)—GN(x
_GR-Gw G- G
1-GY(x) N0 1-GY(x)

Then (A.5) also follows by bounded convergence.

To verify (A.6), for 0 <6 <H;, and m € [O,H]? —0), note that any class j customer that departs in (f,f+ 6] and is of age at
least m +6 had to be in service and of age at least m at time ¢, which implies (A.6). Similarly, (A.7) holds because any cus-
tomer with a waiting time at least m + 0 that reneges during the time interval (f,t + 6] must have been waiting in system for
at least m time units at time t. O

Next we state a version of Kaspi and Ramanan [12, proposition 5.7] applicable in the multiclass setting. This proposition is
applicable because the hazard functions of the service time and reneging distributions are locally integrable. It is the other re-
sult used in the proof of Lemma A.1.

Proposition A.1. Given NeN,jeJ, teL] [0, HS) and ¢ € Cy([0, H’) X Ry), / (p( w)t(-), v; (u)>du is well defined. Moreover, if
teLlo, H3), then for all 0 <u <t < oo,

[ (o0, 7Yoo

(v+t— u)/\H
<lpllo (X0 +EY0) sup [ e

0<v<H5

Similarly, given NeN,jeJ, €Ll [0, Hr) and P € Cy([0, H’) X Ry), /(z[;( w)(-), ; N(u)ydu is well defined. Moreover, if
e Lo, H’) then for all 0 <u <t < oo,

<olloff1, 10) + 1 0) sup [ o

0SU<H;

(w( 2)((), 71} (2))do

The proof of Proposition A.1 follows similarly to the proof of Kaspi and Ramanan [12, proposition 5.7] by adding class-level
subscripts and/or applying analogous properties of the potential reneging measure. As such, we leave the verification as an
exercise for the interested reader.

A.3. Compact Containment of the Measure Valued Processes

In order to demonstrate tightness of various measure valued processes, we verify that the conditions in Jakubowski’s crite-
ria hold under suitable assumptions (see Section A.1 for the statement of Jakubowski’s criteria). The focus of this section is
to verify the compact containment condition (J.1) of Jakubowski’s criteria is satisfied for various measure value processes,
which largely follows the arguments given in Kang and Ramanan [11] and Kaspi and Ramanan [12] for the single-class noni-
dling many-server queue.

Lemma A.3. Suppose that Assumptions 1 and 3 hold. Then, for each j€J, (A.1), (A.2), and (A.3) hold. In addition, for each
jel, {ﬁ}\’}NeN and {r']]N}NeN satisfy (J.1) of Jakubowski’s criteria.

Lemma A.3 can be verified similarly to the arguments in the proofs of Kaspi and Ramanan [12, lemma 5.12] and Kang
and Ramanan [11, lemma 6.6] by adding class-level subscripts, tracing the arguments given therein, and noting that none of
those arguments rely on the specifics of the entry-into-service process. To see this, fix j € J. For Hj = co (resp. H} = co) that
{17]1.\’ Inen (resp. {7']]N Ynen) satisfies (J.1) of Jakubowski’s criteria and that (A.1) holds can be established similarly to the proof of

this given in the M = oo case of Kaspi and Ramanan [12, lemma 5.12] (resp. Kang and Ramanan [11, lemma 6.6]). Subse-
quently, in case H; < oo (resp. H} < o) that (A.1) holds can be established similarly to the proof given in the M < co case of

Kaspi and Ramanan [12, lemma 5.12] (resp. Kang and Ramanan [11, lemma 6.6]). Next, (A.2) (resp. (A.3)) can be established
similarly to the proof given in the M < oo case of Kaspi and Ramanan [12, lemma 5.12] (resp. Kang and Ramanan [11,
lemma 6.6]). Now that (A.1), (A.2), and (A.3) have been shown to hold, the fact that {17]1-\’ Ineny and {r']]N Inen satisfy (J.1) of
Jakubowski’s criteria in case HJS < 0o (resp. H]T < 00) can be established similarly to the conclusion of the M < oo cases of the
proof of Kaspi and Ramanan [12, Lemma 5.12] (resp. Kaspi and Ramanan Kang and Ramanan [11, lemma 6.6]) by utilizing
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Lemma 4 in place of Kaspi and Ramanan [12, corollary 5.5] and Kang and Ramanan [11, equation (5.3) of proposition 5.1]
and Lemma A.1(1) in place of Kaspi and Ramanan [12, lemma 5.8(1)] and Kang and Ramanan [11, remark 5.2].

Lemma A.4. Suppose that Assumptions 1 and 3 hold. Then, for each j€ J, {TDJN Inens {./Zlﬁ\/’j}NeN, {SJN Inen, and {AQ]]-}NEN satisfy (J.1)
of Jakubowski’s criteria.

The proof of Lemma A.4 follows similarly to the arguments that (J.1) holds as given in the proof of Kaspi and
Ramanan [12, lemma 5.13] by incorporating reneging as in Kang and Ramanan [11, lemma 6.7] and by adding class-
level subscripts. In this regard, note that Lemma 4 and (57) of Lemma 5 can be used in place of the first assertion in
Kaspi and Ramanan [12, lemma 5.6] and Kang and Ramanan [11, proposition 5.2] and Lemma A.1(1) in place of Kaspi
and Ramanan [12, lemma 5.8(1)].

Endnotes

! Additionally, from Bassamboo and Randhawa [5], HL scheduling may not be optimal. Still, we focus on HL scheduling, as it is a common
scheduling discipline.

2 In Puha and Ward [19], continuity assumptions are made that seem to require adding the condition that K is continuous here. However, if
(X,v,n) is a constant fluid model solution for arrival function E, then because of (41) and (42), K; is absolutely continuous for each j € J. So
Proposition 1 holds without a priori requiring K to be continuous.
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